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PREFACE

Over the past several years, NASA has conducted several studies of
a Tracking and Data Relay Satellite System (TDRSS) to augment the current
tracking and data network. The results of these sfudies, which have established
that a TDRSS is hoth feasible and cost effective, led to awards for major definition
studies in May 1971. The studies were directed primarily to the relay spacecraft
elements of the system. At the same time, several Goddard Space Flight Center
(GSFC) in-house studies were directed to the design of the ground elements and
overall system operational aspects. The integrated results of all these studies
were published in a "TDRSS Definition Phase Study Report", December 1973,
Subsequently, the Magnavox Company was awarded a study contract directed

toward the telecommunications aspects of the system,

This report, dated September 1974, contains the results of a study
to (1) determine the capability of the TDRS System as specified by the TDRSS
Definition Phase Study Report, (2) determine potential configuration changes to
satisfy all telecommunications performance objectives without major redesign,
-(3) perform analysis of significant system variables for the purpose of optimizing
parameters, and (4) define the TDRSS telecommunications characteristics in

greater detail than previously established.

Work on this report, entitled TDRSS Telecommunications Study, was
accomplished by the Advanced Products Division of the Magnavox Company and
complies with the requirements of Contract Number NAS5-20047, This report
is the result of a joint study carried out by Dr, C. R. Cahn and Mr. R. S. Cnossen
of the APD/Magnavox Research Laboratories and Dr. M. M. Goutmann and
Messrs. B. S. Abrams and A, E, Zeger of the APD/General Atronics Corporation.

Magnavox wishes to acknowledge the help and cooperation received
during the course of this contract. In particular, we wish to thank Mr. Leonard F.
Deerkoski of NASA/GSFC, Greenbelt, Maryland, for his technical and

administrative guidance during the program,

ili/(iv blank)
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SECTION I

OBJECTIVE AND BACKGROUND DISCUSSION

The Tracking and Data Relay Satellite System (TDRSS) is designed to
provide a relay capability between a ground station and low altitude user vehicles.
Figures 1-1 and 1-2 show the system concept along with the coverage attained(l) via
two stationary relay satellites. A forward (command) link to users and a return
{telemetry) link from users are the basic communication functions supported. Three

different services are available:

Multiple Access at S-band (20 users)
S-band Single Access
Ku~band Single Access

The frequencies for the various links are indicated in Figure 1-3. The multiple access
. system utilizes a phased array antenna on the TDRS, generating a single electronically
steered transmit beam to users* and multiple receive beams (one per user), The

single access systems steer directive anfennae on the TDRS (two dishes per TDRS).

The multiple access return link functions by transponding the individual
signals received at the TDRS on 30 elements, and the multiple receive beams are
actually formed in the Adaptive Ground Implemented Phased Array (AGIPA), The
basic capability of AGIPA is to derive 15 dB of additional gain by electronically steer—
ing a beam to a given user, with the additional benefit of directivity to eliminate
unwanted signals from sources outside the main beam. In addition, AGIPA can adapt
the array element weightings for each beam to improve the signal-to-inmterference

ratio by reducing side lobes (i.e., null forming) in the direction of unwanted sources.

*Qriginally, the concept provided a fixed field of view on the multiple access forward
link,

1., NASA Goddard Space Flight Center, Tracking and Data Relay Satellite System
Definition Phase Study Report, December 1973,
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1.1 SPREAD SPECTRUM MODUILATION

Spread spectrum modulation, generated by a pseudorandom process, is a
required technique for TDRS transmissions to users because of limitations imposed on
the maximum flux density received on earth in any 4 kHz bandwidth, As an adjunct,
spread spectrum enables accurate two-way range and range rate measurement for
tracking and orbit determination; this implies spread spectrum on the return link from
users as well. Also, spread spectrum discriminates against multipath which can be a
problem at 8 band with users having an omni antenna, Finally, spread spectrum pro-
vides processing gain against interfering signals, and this capability is exploited for

multiple access operation,

A significant operational "cost" associated with use of spread spectrum is
the need for the recciver to acquire synchronization before data can be received. In
general, lower received signal-to-noise pbwer density ratios, S/No’ and higher Doppler
offsets produce longer sync acquisition times. Because of the limited duration of time
that a user is visible to 2 TDRS, the objective is to achieve total acquisition times well
under one minute. Design of the spread spectrum modulation scheme to be compatible

with this acquisition objective has been a primary goal.

1.2 TELECOMMUNICATION SYSTEM PARAMETERS

The purpose of the study has been to perform parametric analyses of the
telecommunications support capability of the TDRSS, with the ohjective of defining the
telecommunication system, particularly a user transponder, in greater detail than
previously available. The basic system parameters are indicated by the link budgets

for the forward and return links, These are, respectively, Tables 1-1 and 1-2,

Table 1-3 lists the minimum spread bandwidths consistent with flux density
limitations, for the EIRP values of Table 1-1. For purposes of computing flux density,
the signal ETRP is used; this is the EIRP minus the TDRS transponder loss,
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Table 1-1,

Space-to-space Forward Links

Single-access Links

S-band Ku-band
Multiple-

access Link High Normal Normal High
BER 107% 1078 w3 178 1078
TDRS Antenna Gain (dB? 23,0 (@ +137) 35,4 35.2 2.0 52.0
TDRS Tx Power (dBW) 13.0 14,1 11,5 -3.0 0.3
RF Tx Loss {dB) ~1.0 -2.0 -2.0 -2.0 =210
Antenna Pointing Loss {dB} 0 =09 -0.5 -0.5 -0.5
EIRP (dBW) 5.0 47.0 41,4 46,5 50,0
Space Loss (iti3) —}91.6 -191.6 -181,6 -208,6 =208, 6
Uaer Antenna Galn (dB) Gu Gu Gu Gu Gu
Polarization Loss {dB) o -0.5 -0.5 -0,5 -0,5
Ps Out of User Antenna {(dBW) -156.6 -145.1 —147.7+Gu —162,6'!’(]-‘-l —159.1+Gu
’I‘S (Anlenna Cutput) B24°K 824°K 824°K T10°K 710°K
T, @B 29,2 29,2 29,2 28.5 26,5
KTs {dBW/Hz) ~189 4 =199.4 -159 43 -200,1 ~200,1
PB/KTB (dB/Hz) 42.S4Gu 34,3+ 51'7+Gu 37,5*Gu 41_0-!{'}“
TDRS Trangponder Loss (dB) -1.0 -1.40 -1.0 -1.0 -1.0
Demod Loss (dB) -1.5 -1,5 -1.5 -1.5 -1.5
PN Loss (dB) -1.0 -1.0 -1.0 -1.0 -1,0
Residual Carrier Loss (dB} 0 0 o -1.,0 -1.4
Required Eb/NO {&OPSEK) -9.9 -~9.,9 -9.9 -5,4 -9.9
System Margin (dB) -3.0 -3.0 -3.0 -1.0 -3.0
Achievable Data Rate (dB) 26, 44G 37.94G 35.33G ) 20,1«3“ 23, 6+Gu
FECGain, R=2, K=7 5.2 5.2 5.2 5,2 5,2
Achievable Data Rate (dB} 31,64G 43, l‘OGu 40.5*Gu 25, 3+Gu 28, 8+Gu
FEC Gain, R=3, K =7 5.7 5.7 5.7 5.7 5,7
Achievable Data Rate (dB} 32,1+G|.l 43,S+Gu 4l,OiGu 55_8'*(}“ 29_3+Gu

Ts {Ku-band ocutput of antenna)

T, {S-band output of antenna)

= 253 + 290 (0.6) + "l“:1 (1.6) +Tez 1.6) (0,03)

= 254 + 183 + 240 + 24

= 710" (445" at inpit to preamp, assumed line loss of 2 dB)
= 234 + 190 (0,6) +Tc (1, 6) +'J'02 iL.8) {0,D3)

= 234 +100 +400 + 168

= 824° (520 at input of preamplificr, assumed line logs of 2 dB)




Table 1-2, Space-to-space Return Links
Multiple- Single-access Links
access Link S-band Ku-band
BER 1073 107° 107°
User EIRP (dBW) EIRP EIRP EIRP
Space Loss (dB) -192,2 -192.2 -209,2
Pointing Loss (dB) - ~0.5 0,95
Polarization Loss (dB) -1.0 -0.5 -0.5
TDRS Angenna Gain (dB) 28,0 (@+13°) 36,0 52,6
P @ Antenna Output (dBW) +EIRP -157,2+EIRP | -157, 6+EIRP
TS (@Antenna Output Term,) 824°K R24°K 710°K
Ti (Other User Interference) 255°K - -
K (TS + Ti) (@Antenna Output Term, ) -198,3 -199.4 -200,1
(dB/Hz)

PS/K’I‘S (dB/Hz) 33,1+EIRP 42 2+EIRP 42 ,5+EIRP
TDRS Transponder Loss (dB) -2,0 ~-2,0 -2.0
Demod Loss (dB) -1,56 -1.5 -1.5
PN loss (dB) -1.0 0 0
AGIPA Loss (dB) -0.5 - -
Residual Carrier Loss (dB) - - -1,0
Required E, /N_ (dB) (APSK) -9.9 -9.9 -9,9
System Margin (dB) -3,0 -3.0 =-3,0
Achievable Data Rate (dB) 15, 24EIRP 25, B+EIRP 25,1+EIRP
FEC Gain, R=2, K=7 5.2 5,2 5,2
Achievable Data Rate (dB) 20.4+EIRP 31, 0+EIRP 30,.3+EIRP
FEC Gain, R=3, K =7 5,7 5.7 5.7
Achievable Data Rate (dB) 20, 9+EIRP 31, 5+EIRP 30.B8+EIRP

TS (Ku-band output of antenna =

Tq (S-band output of antenna) =

Tez

(1.6) (0.03)

253 +290 (0.6 +T_ (1,6) +

= 253 +193 + 240 + 24

= 710° (445° at input to preamp,
assumed line loss of 2 dB)

T, (1.6) (0.03)
= 234 +193 + 400 + 16,8

234 +290 (0.6) + T, (1.6) +

= 824° (520° at input of preampli-
fier, assumed line loss of 2 dB)
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Tabhle 1-3. Minimum Spread Bandwidth
Flux
Density
Guide-
[1}1]2\%5/ _ _ : Required
Signal 5 Minimum Chip Rate
EIRP M~/ Spread (1/2 Spread
{DBW) 4 kHz Bandwidth Bandwidth)
MA S-Band 34.0 ~154 1.2 MHz 600 K Chips/S
SA S-Band
Normal Power 43,4 -154 12,0 MHz 6.0 M Chips/S
High Power 46,0 -154 20,0 MHz 10,0 M Chips/S
SA Ku-Band
Normal Power 45.5 -152 12,0 MHz 6.0 M Chips/S
High Power 49,0 -152 28,0 MHz 14,0 M Chips/8S
NOTE

Minimum Spread Bandwidth (dB = EIRP + 36 - (-’—11-rR2 in dB) - Flux Density.

Required Chip Rate = 1/2 Minimum Spread Bandwidth,

R = Slant Range = 40,000 KM (4wR° = 163 dB),

1.3 MULTIPLE ACCESS SYSTEM

Originally, the forward link of the multiple access system had a fixed

field of view with coverage as in Figure 1-2 but with 10 dB less EIRP than given

in Table 1-1, A user acquired the forward link signal from a TDRS when it

became visible, and maintained synchronization until handover to the other

TDRS became necessary, Commands were transmitted time sequentially to

the users. It is desired to provide service to a user with an omnidirectional

antenna, which means a user gain of -3 dB or less. It became apparent that sync
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acquigition time would be excessive and the command data could be transmitted too

slowly for satisfactory service.

It was decided by NASA Goddard to modify the TDRSS concept to have a
steered transmit beam on the multiple access forward link from TDRS, This pre-
sumes sufficiently accurate user ephemeris data is available; however, this is
already the case for pointing the receive beam on the TDRS towards the user so that
AGIPA adaptation could be initiated, The steered beam has EIRP increased by 10 dB,
reducing acquisition time and enabling commands to users with poor antennas. A
minimum command data rate of approximately 100 bps is now feasible to such users.

Two-way coherent range and range rate measurements can be extracted only when the
forward link is established,

Data rates on the return spread spectrum signal from a user can range up
to 50 Kbps, and rate -1/2 error correction coding sets the maximum symbol rate at
100 Kbps. Higher data rates can be considered as an objective, as compatible with
the assumed maximum user EIRP of 35 dBW. Return link performance for a given
multiple access user is affected by the interference from other users within the
receive beam (and not nulled out by AGIPA adaptation),

It has typically been assumed in the following analyses that the retum
link of a multiple access user is not initiated except by a command sent over the for-
ward link, However, some users may have a special requirement of being able to
transmit return telemetry data without a forward link. A 'short code" spread spec-

trum modulation is suggested to meet this special requirement.

1.4 S-BAND SINGLE ACCESS

Compared with the multiple access system, the S-band single access sys-
tem is charﬁcterized by higher S/NO values due to the gain of a dish antenna on the
TDRS, Thus, sync acquisition on the forward link is less of a problem than with the
multiple access system, although command data rates for single access service are
not higher than for multiple access.

The return link may have telemetry data rates in the range from 100 bps
up to 5 Mbps, It is assumed that error correction coding is utilized at all data rates
with spread spectrum for the lower rates. A user with a dish antenna for high EIRP
‘to support a high telemetry rate may have to autotrack on the forward link spread
spectrum signal, However, it is assumed that the TDRS can steer its dish with

sufficient accuracy by ground command for S-band operation,
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1.5 Ku-BAND SINGLE ACCESS

The Ku-band single access system is intended to handle high return
telemetry data rates from 1 Mbps to 300 Mbps without spread spectrum. A forward
link Ku~band transmission, which must be spread spectrum to satisfy the flux density
limitation, is needed to enable the user to autotrack his directive antenna. Also, the
TDRS must autotrack its antenna, since ground commanded pointing is not sufficiently

accurate for Ku-band operation.

A special problem of the Ku-band single access service is the limiting
which must occur in the TDRS transponding channel because of the high power needed
to support the TDRS-to-ground link, It is also desired to be able to reuse the Ku-band

frequency allocation by polarization multiplexing two wide bandwidth return channels,

1.6 RANGE AND RANGE RATE MEASUREMENT

Two-way coherent range is obtained by measuring the round-trip propa-
gation delay. With spread spectrum modulation, this is equivalent to comparing the
respective instants at which a reference time marker (pseudorandom code phase) is
transmitted to the user and received back from the user., An ambiguity in one-way
range not less than 10,000 Km is desired by NASA, The required measurement

accuracy is 6m systematic error and 2m random error (lo).

Two-way coherent range rate is obtained by measuring carrier Doppler
over a specified averaging interval. This process is independent of the spread spec-
trum modulation, provided that the receivers can reconstitute carrier phase, The
Doppler measurement is the change in carrier phase on the return signal, relative to
the transmit signal, accumulated over the averaging interval, The required measure-
ment accuracy is zero systematic error and a random error (lo) of 0,6 cm/sec for

one second averaging and 0, 05 cm/sec for 10 seconds averaging.

The uncertainty at the ground station in range is +50 Km and in range-rate
is +100 m/sec, according to NASA Goddard. These uncertainty bounds can be

exploited to aid in the process sync acquisition.
1.7 SUMMARY

The following sections provide detailed analyses of the telecommunication
services of the various systems, and define the user transponders and critical portions
of the TDRS and the ground station equipments, This is in compliance with the Phase I
goal of the study:
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a, Perform a detailed analysis of the TDRSS as presently defined to

verify its compatibility with desired performance objectives.

b. Determine potential changes in system configuration to improve
overall performance without major redesign of the TDRS or TDRSS ground terminal
equipment,

c. Perform parametric analyses of those system variables that
impact telecommunications performance capability and recommend parameter
selection as appropriate,

d, Define the TDRS telecommunication system characteristics
(including user spacecraft communications ferminal) in greater detail fhan currently

established for use as specifications for hardware procurement or such equipment,
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SECTION II
MULTIPLE ACCESS SERVICE

‘The multiple access system provides service to as many as 20 .
simultaneous users, with time sequential commands on the forward link and multiple
access of telemetry in a common return link channel at S-band. Two versions of the

multiple access system have been defmed by NASA Goddard.

The original system has a flxed f1e1d of view (FFOV) on the forward link,
as shown in Figure 2-1, but forms multiple directive receive beams via the AGIPA,
There are 30 receive antenna elements, and the individual signals are frequency divi-
sion multiplexed in TDRS for re-transmission to the ground station, where they are
combined to produce a directive beam, A priori information sufficient to point the
beam to the user is assumed available at the ground station. . AGIPA attempts to opti-
mize the ratio of signal power (from a selected user) to total interference power
(spread spectrum interference from other users plus receiver noise). by adapting the
weightings in the beam forming combiner (with a version of a steepest descent

algorithm to reduce error in the summed 'output),

The revised system has a steered transmit beam on the forward link, as
indicated in Figure 2-2, controlled by phasing of the transmit antenna elements, The
same information used by the ground station for directing the feceive beams of AGIPA
is needed to steer the transmit beam. Compared with the FFOV system, the steered
beam system has a greater command data rate by virtue of 10 dB higher EIRP from
the TDRS.

There is a significant operational difference between the two multipie
access systems, Inthe FFOV system, the TDRS transmits a spread spectrum signal
which can be acquired by all .multiple;'access users as they come into view of the
TDRS, Command data is time sequential, but all users track the forward link Signal
continually., Thus, two-way range and range rate measurements are continually
available for each user. One of the problem areas leading to the abandonment of the
FFOV system and introducing the additional complexity on TDRS to form a steered
transmit beam is meeting the acquisition requirement when a user can have a poor -
antenna (—3 dB gain). | '
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The steered transmit beam system yields lwo-way range and range rale
measurements intermittently, only when the forward link is established. Reacquisi-
tion is involved whenever a command is to be transmitted to a different user. How-
ever, the fact that the signal is to be acquired and tracked only by the designated user
allows a spread spectrum signal design which aids acquisition and simplifies the user
receiver, In particular, the ground station can take advantage of user orbit informa-

tion to predict Doppler, and can transmit a special sync preamble.

A possible source of interference to the multiple access system, and also
to the S-band single access system, is RFI due to surveillance ground radars located

in Eastern Europe, This interference has been studied by ESLm.

It is character-
ized by pulses from an aggregate of transmitters. The pulses are present about 5
percent of time, and the interval between pulses is random with a mean time of about
75 microseconds. In general, the pulses are received from sidelobes on the trans-
mitting radars. The communications designs have not been necessarily optimized to
combat this pulsed interference; however, at low data rates, the interference is inef-
fective because of its low duty factor, At high data rates (particularly for the return

links to TDRS) bursts of errors could be the consequence.

1. J. D. Lyttle, Preliminary Assessment of RFI Impacts on TDRSS in the 2 to 2.3
GHz Band, ESL, Inc., Contract NAS5-20406, 10 May 1974.
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2,1 MODULATION TRADEOFFS

. We begin with the study of the multiple access system becaﬁse it
presented the most stringent design problems, due to the low S/N, values for the
communication links. At the outset, we describe spread spectrum modulation
in some detail, bringing in dgsirable alternatives to the familiar pseudorandom

biphase structure,
2.1.1 SPREAD SPECTRUM MODULA TION TECHNIQUES

The use of pseudonoise (PN) modulation for multiple access in the
TDRSS provides interference resistancé, multipath discrimination, low emission
flux density per unit bandwidth, and a ranging capability as well. Spread spectrum
by frequency hopping (FH) can also provide these capabilities and yield essentially
the same ranging accuracy. To do this, however, the hopping must be coherent
over the spread bandwidth i.e., transmitter and receiver must maintain a constant
phase difference as the frequency is switched from channel to channel within the

overall spread bandwidth.

The primai‘y advantage of FH compared with PN, and the reason for
studying it here; is‘ that the hopping fate is slow compared with the total Spfead
bandwidth, A typical design would hop at a rate equal to the channel spacing, which
is the total bandwidth divided by the number of channels. The consequence of this
is an inherent advantage of FH with respect to acquisition of synchroniZation, com-
pared with PN having the same spread. An additional advantage of FH over PN for
multiple access is its ability to tolerate larger power ratios between the accessing
signals, because frequency selectivity in the receiver elinﬁnates mutaal inter-

ference unless the frequency channels are close,

As developed in the following paragraphs, FH will be primarily
applied as an acquisition aiding scheme for PN. In such an application, coherent
hopping is not exploited, and the hopping rate is not forced foc be equal to the channel

spacing. This enables flexibility in selecting the FH waveform parameters.

2,1,1.1 Staggered Quadriphase PN (SQPN)

It is desirable to employ a hard-limiting transmitter for maximum

power efficiency of class-C operation. With biphase PN, and also conventional



quadriphase PN, an attempt to reduce the out-of-band spectrum via sharp cutoff
filtering is defeated by the hard limiter, which restores the spectrum due to the
sudden 180° phase switches. However, with staggered quadriphase PN (SQPN),

the phase is never allowed to change by more than 909 at any switching time, That
is, a shift of 180° is done with two 90° switches spaced by a half chip. Consequently,
filtering produces smooth phase transitions without the envelope momentarily going
to zero as would be the case with sudden 180° phase shifts, and hard limiting no

longer restores the original spectrum.

2.1.1.2 Optimization of Bandwidth for SQPN

We desire to optimize the filter bandwidth and the filter skirt steep-
ness (number of poles) so as to reduce the transmitter's out-of-band spectrum
level as much as possible. Figure 2-3 shows the idealized model of the hard-
limiting transmitter. It may easily be shown that the usual (sin x/x)2 spectrum is
obtained with quadriphase from periodic PN codes if PN code 2 is identical with PN
code 1 but displaced by exactly half the period. Since a maximal-lenth PN code
from an n-stage generator has a period = ol _ 1, which is odd, staggered quadri-
phase with exactly the same (sin x,/x)2 spectrum as for biphase is obtained in this
this way.

PN Code 1

e
Q Phase Mod F———a==4 BPF ——=J Hard Limiter p——=
T —

N Code 2
L.O.

Figure 2-3. SQPN Transmitter

Mathematically, the model of Figure 2-3 is represented for analysis
by choosing a sampling rate to yield a time-discrete approximation. Complex
samples represent the envelope and phase modulation of the signal, so that the
carrier frequency is not a necessary part of the representation. The filter is a
low pass version of the desired bandpass transfer function, and a maximally-flat

response is obtained via a digital filter which is the z-transform of the Butterworth



transfer function. The ideal bandpass hard limiter is represented simply by nor-
malizing each complex sample to unit amplitude without changing its phase, Then,
a Fast Fourier Transform (FFT) is applied to obtain the spectrum of the periodic '

signal, Start-up transients are allowed to decay initially,

Previous studies have sampled the code period with 2k gamples so as
to be compatible with the usual FFT algorithms available in computer subroutine
libraries(z’ 3). Since a maximal code has period 2" -1, the location of the sampling
times is then slightly different in each chip. This conceivably may‘ affect the spectral
values computed. For this reason, a special FFT algorithm applicable to any number
of samples in a period was made available. (The iransform computation of this FFT
algorithm is faster if the number of points to be transformed is highly factorable,

with Zk being the fastest.)

In the analysis, a maximal period 63 = 26 -1 was employed, with 16
samples per chip so that the FFT algorithm transformed 63 x 16 = 1008 points. Note
that 1008 = 2% x 32 x 7, which has many factors. The cases studied included filters
with 2, 4, 6, 8, and 10 poles*, and bandpass bandwidths = 1.0, 1.5, and 2.0 times
the PN chip rate.. With 16 samples per chip, the maximum frequency in the spectrum
is 8 times the chip rate before aliasing occurs**. The spectral peaks for each filter
bandwidth are plotted in Figures 2-4 to 2-6, for the number of poles yielding the
best out-of-band spectrum reduction. With BW/chip rate = 2.0, 10 poles gives a
slightly faster cutoff than 8 poles. With narrower bandwidths, an optimum number
of poles is observed. For BW/chip rate = 1,5, 4 and 6 poles give the same spectral
peaks, while for BW/chip rate = 1.0, 4 poles is optimum. (With 4 poles, results

are very similar to those in references 2 and 3,

B3
These are the number of poles in the low-pass equivalent,

*ok
Aliasing is noticed near the edge of the frequency range plotted in that the
unfiltered spectral level is 3 dB higher than theoretical.

», DSCS Advahced Modulation System Study - Part II, Vol, IV, Magnavox,
Contract No. DAAB-07-69-C-0344, 30 June 1970,

3. S. A, Rhodes, "Effects of Hardlimiting on Bandlimited Transmissions with

Conventional and Offset Q@ PSK Modulation, National Telemetering
Conference, 1972, p. 20F-1, :
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The striking conclusion of this study is that the out=ol-band speet eum
reduction which can be achieved for a hard limited SQPN signal is essentially
independent of the filter bandwidth (over the range examined) introduced prior to
the limiter. That is, when the skirt steepness of the filter (controlled by the
number of poles in a Butterworth transfer function) is optimized, the resulting
out-of-band specirum after hard-limiting is observed to be essentially independent
of the 3~ dB bandwidth of the filter. Presumably, there is a basic physical principle
involved here which lower bounds the out-of-band spectrum level of a hard-limited

signal.

The antijam or interference rejection capability is not independent of
bandwidth, however. This capabhility may be measured by the power contained in the
highest level spectral line, since the transmitted power is fixed by the hard limiter*.
This peak level relative to the unfiltered case is marked in Figures 2-4 to 2-6 as
"AJ loss'. Thus, a wider filter bandwidth yields a lower AJ loss, and with steeper

skirts (more poles) still realizes a low out-of-band spectrum level,

The optimum transmitter filter thus has a bandpass bandwidth (3- dB)
approximately equal to 1.5 times the PN chip rate, and can have 4 to 6 poles. The
spectral level is down by more than 20 dB outside a bandpass bandwidth equal to
twice the PN chip rate.

*
Here, we invoke the correlation property that the output noise spectrum is the
convolution between signal spectrum and interference spectrum. The latter
is narrow band at the peak of the signal spectrum.
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Now, let us examine the effect of o finite bandwidth filter in the
receiver prior to correlation. At this time, we treat the case of an idealized
sharp cutoff filter with linear phase, recognizing that phase distortion in a
practical filter produces additional degradation as discussed in Appendix I, Cutoff
of the received signal spectrum outside a specified bandwidth causes a loss of corre-
lation amplitude, and this can be computed by numerical integration of the power in

the spectral lines of the transmitted signal*.

If the interference in the receiver is white noise which is filtered by
the receive filter, the output interference power after correlation is computed by
summing the power in the spectral lines within the receive bandpass*, Numerically,

this is identical with the loss of correlation amplitude. Thus,

2
_ {Correlation Amplitude) _
S/N = Output Power (2-1)

with the consequence that for white noise interference
S/N Loss = Reduction in Correlation Amplitude (2-2)

This is plotted in Figure 2-7 for the recommended transmit filter
(Bandpass /chip rate = 1, 5),

If the interference in the receiver is CW, there is no change in output
interference power due to receiver filtering as long as the CW stays within the
receiver bandwidth. Thus, the effect of receiver filtering is to produce an

additional AJ loss, according to
AJ Loss = (Reduction in Correlation Amplitude)2 (2-3)

This is also plotted in Figure 2-17,

*
Amplitude in the correlator output is the sum of the line-by-line multiplication of
received spectrum with local reference spectrum; hence, one must sum power to
compute correlation amplitude, The output interference is also computed as a
power sum, but then the result is power rather than amplitude,
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Figure 2-7. Correlation Loss With Sharp Cutoff Receive Filter

It may be concluded that the receiver bandpass can be as narrow
as the PN chip rate before significant loss due to receiver filtering is encountered.
If the receive bandpass/chip rate = 1.5, the loss is negligible,

2.1.1.3 A Simple Technique for Coherent Frequency Hopping

The practical success of a system incorporating frequency hoping
obviously depends on finding a simple implementation of the hopper. One scheme

is described here and is based on use of a rate multiplier in combination with discrete
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phase modulation. It produces coherent frequency hopping™, and is useful provided
that low spurious is not an essential requirement, and indeed, such is the case for

the proposed application, The phase coherence is not necessarily exploited.

The basic concept is to generate the desired frequency by approximat-
ing it with discrete 90° steps at a prescribed clocking rate. Thus, the modulation
overtly is identical with staggered quadriphase PN at half the prescribed clocking
rate. The approximation produces spurious due to both the discrete phase steps and
the slightly irregular spacing of the instants at which steps occur. Note that 4 steps
are required to produce a full cycle of phase change; hence, a spectrum occupancy
of B Hz { +B/2 Hz from the center of the band) requires a clocking rate of 2B. This
is identical to staggered guadriphase at a PN chip rate B,

The conceptual implementation of the coherent hopper based on a rate
multiplier driving a quadriphase PN modulator is shown in Figure 2-8. The selected
frequency is stored in the n-bit register, and the sign (above or below band center)
is selected by the direction of phase rotation. At each clocking instant, the n-bit
number in the register is parallel added to the n-bit number in the accumulator. If
the sum exceeds 2% - 1, overflow occurs, and the overflow bit causes a single 90°

phase step, The sum modulo 2" remains in the aceumulator.

Local Oscillator

n-Bit Overflow Bit Rotate Phase Hopped Output
T ——————3 y + 1
Accumulator By g0° 2 Equally Spaced
Frequencies
Parallel Add
Sign Of Rotation

Clock
—®] (Gate

!

n-Bit
Register

Select One

Of 2" Frequencies

Figure 2-8. Coherent Frequency Hopping by Rate Multiplier and Quadriphase Modulator,

*
Coherent frequency hopping is defined to mean that transmitter and receiver
maintain a constant phase difference as the hopping takes place.
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A computer analysis of this scheme for n = 10, thus gencrating 2043
equally spaced frequencies, showed that the desired frequency component, regard-
less of frequency selected, is at most 0.9 dB below full output. In other wqrds,
the spurious is at most 19 percent of total output, or 23 percent of the desired

output frequency component,

It is seen from the generation scheme that transmitter and receiver
are coherent exactly as with PN, when the time error is within the clocking interval.
When the time error exceeds the clocking interval but is small compared with the
dwell on one frequency, the phase difference (correlation) between the received
signal and the local replica varies discretely between 0°%and 90°, in accordance with the
actual switching points., Thus, there is a phase modulated output at zero frequency
difference, and at most a loss of 3 dB can occur in the worst case where 0° and 20°

occur equally often in the difference output.

An extension of the digital hopping principle is to employ finer
quantization of phase. For instance, with an eight-phase modulator, the clock
rate would be doubled, but with the benefit of reduced spurious because of the 45°

steps, rather than 90°, Implementation is more complex, however.

2.1.1.4 . Autocorrelation Function of Coherent FH Signal

A computation of the autocorrelation function of the coherent FH
signal generated by the technique of Figure 2-8 with 90° steps was rnade. for periods
of 16 and 256 frequencies. A pseudorandom sequence of frequencies was generated*
symmetrically placed with respect to center frequency at +.5, 1.5 ..,., times

the hopping rate.

The auto- and cross—correlation functions were computed by use of
the Fast Fourier Transform. (The signal is transformed, then an inverse trans-
form is taken on the product in the frequency domain.) For 16 frequencies, the
error voltage defined by the in-phase component of the correlation and the magni-
tude of the autocorrelation is shown in Figure 2-9 for time offsets in the vicinity of
T =0. (The autocorrelation peak at v = 0 is unity, of course.) Possible false
tracking points in a coherent hopping system, as discussed in more detail in
Appendix II, are indicated; however, note that the correlation amplitude at these

points is at least 20 dB below the autocorrelation peak.

*The primitive root technique described in Paragraph 2,1, 7.2 was used,
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With 256 frequencies, only the autocorrelation function was computed,
and a plot in the vicinity of T = 0 is shown in Figure 2=10. The autocorrelation
function is well behaved, and if delay-lock tracking is done with an early-late error
voltage, a tracking ambiguity exists within a single hop dwell only when the corre-
lation amplitude is very small (roughly 40 dB below the autocorrelation peak). In
checking the complete autocorrelation function, a secondary peak only 30 dB down

was noted for a shift of 18 frequency hops. This normally would not be detected.
2.1.2 FIXED FIELD OF VIEW FORWARD LINK

We consider first the original multiple access system with a fixed

field of view on the forward link, Application of spread spectrum requires a signal
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design which can be acquired rapidly by a user satellite as it comes into view,

without preventing other users from continuing to track the signal.

2,1.2.1 Pseudonoise Design

The problem involved with a straight forward application of PN on the
forward link is now discussed. Using Table 1-1 (subtracting 10 dB of EIRP) and orbital
velocity of a user satellite, the pertinent parameters (not including the demod loss and
the PN loss) are: _

Forward Link (TDRSS to User)
S/N0 =28,7 dB +Gu

Doppler = 26 ppm

Cartier Frequency = 2,1064 GHz

2-17



A user gain Gy ol -3dB, or even lower, might be encountered.  ‘Thus,
on the forward link, S/Ny may be as low as 25,7 dB-Hz for a disadvantaged user,
corresponding to a data rate of 20 bps for uncoded PSK (after taking into considera-

tion further demodulation losses of 2.5 dB),

As shown in Figure 3 of Appendix III, a maximum search rate of roughly
20 chips/sec is possible at this S/NO; however, note that Doppler causes an offset
on the PN chip rate of as much as 78 chips/sec (for a PN chip rate of 3 Mbps) and
a carrier offset as high as 55 kHz. It is necessary to break up the total Doppler
uncertainty to at least 10 sub-bands in order to make the Doppler on the chip rate
significantly lower than the search rate (say 8 chips/sec). This is necessary even
if a Doppler processor is incorporated in the user receiver to create a multiple

filter bank for sync detection over the total Doppler uncertainty on the carrier,

Using a code period of 1023 chips (340 microsec period at 3 Mbps
chip rate) and a search rate of 20 chips/sec, the acquisition time for PN is estimated
to be

Tg = 10 x 1023/20 = 500 seconds

with a Doppler processor breaking up each of the ten 5.5 KHz sub-bands into,
roughly, a multiple filter bank of 20 Hz filters,

The above PN design is almost at the limit due to rate of change of
carrier Doppler. If we assume a worst case acceleration of 1g = 32 ft/secz, the
velocity changes by 1600 ft/sec? in 50 seconds, and the carrier Doppler changes
by 3 KHz, almost the width of the sub-band. With a faster rate of change of Doppler,

sync detection could be missed even though the sub-bands are tested in sequence.

The above PN design does not satisfy a requirement for protection
against multipath, in the sense that the TDRSS geometry on the forward link is such
that the multipath replica could have a delay approaching 12 milliseconds (2000 Km
user altitude). Increasing the PN code period to eliminate possibility of false lock
on multipath would proportionately increase acquisition time, which is already
unacceptable, unless this is done by reducing the PN chip rate,
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Thus, we seek alternate design approaches. It may be noted that the
minimum bandwidth occupancy is determined in Table 1-3 to be 320 kHz. Thus,
a PN chip rate of 160 Kbps is about the minimum which can be used on the forward
link.

More acceptable acquisition times are obtained if the user has a higher
gain, Tor instance, assume Gy = +7 dB so that S/No = 35.7 dB-Hz, Now, the
search rate can be 200 chips/sec, and the Doppler processor establishes a multiple
filter bank of 200 Hz filters. If the Doppler processor can cover the full Doppler
uncertainty without sub-bands, the acquisition time for a code period of 1023 chips is

Tg = 1023/200 = 5 seconds

The significant impact of decreasing 8/N, value is evident. However, at 300 Kbps,
the PN code period'is only 3 millisec, and a period of 12 millisec corresponding to
4095 chips would be preferable to eliminate false acquisition on a multipath-delayed
replica. Furthermore, if we find that the Doppler processor with reasonable hard-
ware complexity exploiting high speed logic ean only cover about 5 kHz with 200 Hz

filters, 10 sub-bands are required. The acaquisition time is now computed to be
T, =10 x 4095 /20 = 200 seconds

which again is unacceptable even at the higher S/N,, value assumed. Implementation

of the Doppler Processor is discussed in Appendix IV and V.

2.1.2.2 A Coherent Frequency Hop Design

Let us now postulate a multiple access system based on coherent
frequency hopping. The hopping rate is 2000 per second and there are _2'56 channels
on the forward link for a spread bandwidth of 500 kHz. (Channel spacing is 2 KHz
equal to the hopping rate.) A code hopping over all 256 channels in a pseudorandoml
sequence has a period of 128 milliseconds, Initially, coarse synchronization to the
hopping pattern is desired. A subsequent process of fine synchronization ultimately
gives time of arrival to an accuracy proportional to reciprocal of total bandwidth, Thus,

synchronization is a two-mode process with this modulation concept.
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At 8/N, = 35.7 dB-Hz on the forward link, assuming G, = +7 dB, the
E/Ng per hop is 3.7 dB and coarse synchronization could be detected reliably by
noncoherent integration over roughly 20 hops, or 10 milliseconds*, Searching

over the code period in steps of half the dwell per hop, the acquisition time is

TS =,01 x 266 x2 =5 seconds

if the full Doppler uncertainty is covered by the Doppler processor. With a multiple
filter bank of 2 kHz spacing, the Doppler coverage is 22 kHz for reasonable hard-
ware complexity; thus, the acquisition time is increased to about 15 seconds to
cover the full Doppler uncertainty on the forward link., Note that the code period of
128 milliseconds spans the maximum multipath delay.

At lower values of S/NO, this approach still leads to rather long, but
possibly acceptable acquisition times. If S/N, = 25.7 dB~Hz, for example, the
hopping rate could be set at 1000 per second, with 256 channels spaced by 1 kHz,
The code period is 0,25 seconds to sequence through all channels, Since E/NO =
-4.3 dB per hop, noncoherent integration over about 200 hops is necessary for
reliable detection of synchronization, or 0.2 sec. Assuming the Doppler processor
can cover approximately 15 kHz with a multiple filter bank spaced by 1000 Hz, the

total acquisition time becomes
Tg=4x0.2 X256 x 2 =400 seconds

where four sub-bands are required to cover the full Doppler uncertainty,

During the initial search for coarse acquisition, coherence of the
frequency hopping has deliberately not been exploited. The user receiver can
acquire fine synchronization after successfully accomplishing the initial coarse
acquisition. TFor the postulated design of 2000 hops/sec at S/N, = 35. 7 dB-Hz, the
time error is + 0.5 millisecond when coarse sync is acquired. The time error after

fine synchronization is acquired is then within the chip width of + 2 microsee, for the

*Appendix I discusses synchronization performance in detail, Here, we base

yuantitative performance on a cdetection signal -to-noise rates of approximately
16 dB,
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500 kHz bandwidth and the search rate is about 300 chips/scc. Fine sync is
detected by the output from a narrow bandwidth filter (say, the Doppler processor
scaled to a longer coherent integration). The additional time to achieve fine

synchronization is thus

TS] = (500/2)/300 = 0.8 second
: fine

and the total acquisition time at S/NO = 35,7 dB-Hz then is about 16 seconds, With
2,5 dB of demodulation losses, the data rate (uncoded PSK at 10"5 error rate) is
200 bps for this 8/N, value.

To accommodate data on the forward link, the coherent frequency hopped
signal can be biphase modulated at the hopping rate or a sub-multiple thereof (2000
bps or less). This does not degrade the coarse sync mode at all, since phase
coherence is not exploited there. For convenience, the number of channels and the
code period (number of hops) have been made a power of 2', possibly degrading the
correlation properties of the code. The advantage is to maintain a power of 2

relation between hopping rate, data rates, and code repetition rate,

2.1.2.3 Optimization of Frequency Hop Design

In the fixed field of view system, the flux density limitation imposes
a minimum spread bandwidth on the TDRS-to-user forward link of approximately
320 kHz, This minimum bandwidth would be selected for the reason that acquisition
time is found to be directly proportional to the spread bandwidth at a fixed $/N, in
the recéiver. Of course, a wider spread, up to the nominal maximum of 3 MHz,
would be of advantage in improving range measurement accuracy proportionately;
however, there is no effect on range-rate accurécy achieved by measuring

carrier Doppler.

The coherent FH system requires that the channel spacing equal the
hopping rate to eliminate ambiguity in delay lock tracking*, Thus, if the spread

bandwidth is BRF and the hopping rate (and channel spacing) equals Bh op’ we

*See Appendix IL
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have the relation

2

Hopping Code Period = BRF/ Bhop (2-4)

where the periodic hopping code is assumed fo cycle pseudorandomly through all

frequency channels (number of channels = B, /B When the receiver is in

RF hop)'
perfect time alignment, the signal-to-noise ratio in a channel is ideally S/NOBhop'
To enable a reliable sync decision, post-detection integration over a sequence of
channels must be performed, and we denote the number integrated as nI(S/NOBhOp).
Searching in steps of half the dwell time = B}:;p, the initial syne time is computed

to be

_ 2
Ts1 B 2(BRF/Bhop) nI(S/NoBhop) Kdoppler(Bhop) (2-5)

In (2-5), K } denotes the number of sub-bands required in a practical

doppler( Bhop
implementation of the Doppler processor to cover the full Doppler uncertainty with

a resolution equal to Bhop'

We observe the following, If S/NOBh0p> J dB, n tends to be

proportional to Bhop; hence, Tsl is theoretically decreased by increasing Bhop'

(Also, K tends to decrease with increasing Bhop') TFor S/NOBhOp< 0 dB,

doppler

n. tends to be proportional to Biop’ and TS1 is then theoretically independent of

I
Bpop' A practical choice is to set S/NOBhOpz 0 dB at the minimum design signal
level to avoid implementation difficulties associated with detection at low signal-

to~noise ratios. For a user with antenna gain Gu =0dB, S/NO =29 dB-Hz on the

FFOV forward link, and Bhop = 800 Hz represents the proper value.

The initial noncoherent syne acquisition is followed by a coherent sync
acquisition searching over the time uncertainty = B}:ép and the frequency
uncertainty gBhop remaining after the initial noncoherent acquisition. This

sync time is approximated by*

T
Using results [rom Appendix I11L
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B B‘RF 16K (2-6)

T -5 WS
SZ Bhop fJN0

where K denotes a factor due to any requisite Doppler search, At worst, K is
proportional to Bhop; hence, TSz tends to decrease or possibly stay constant
with increasing Ehop'

By virtue of the above rationale, we now select the parameters

B =1 KHz
hop

BRF = 256 KHz (2566 channels)

Code Period = 256 milliseconds

This enables data transmission at 1 Kbps or any submultiple, since the initial
sync detection is unaffected by phase modulation impressed at the hopping rate.

(However, the subsequent coherent sync decision is degraded by data. )

At 8/N, = 29 dB, we have S/NoBhop = =1dB, TFor this post-detection

integration, performance curves(4) give’ ng = 80 to achieve 0,9 probability of

i 5 _ . .
detection at a false alarm number of 10¥ . We assume Kdoppler 1, implying a

practical Doppler resolver covering +55 kHz in 1 kHz steps. Then (2-5) yields

T =41seconds; G =0dB
$4 u

and if K = 1 in (2-6),

T =5 seconds; G =0dB
S, u

4, D.P., Meyer and H. A, Mayer, Radalj' Target Detection, Academic Press, 1973,
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2. 1.2, 4 Accommodating o Varinble Data Hafo on ihe Pixed Flold of View
Forward Link

The forward link of the fixed field of view system transmits a single

signal which each multiple access user must track to maintain synchronization and
enable two-way range and range rate measurements., The forward link conveys
data in a time division format, addreszing a message to its designated user recip-
ient at a burst data rate accessible to that user. 'Thus, if a particular user has a
high antenna gain, the burst data rate can be proportionately high as dictated by
Eb/No for the specified error rate. The problem is posed of enabling a user with a
low antenna gain to continue tracking despite the high rate data burst. For this
discussion, the burst duration is not operationally restricted and in the worst case

can continue indefinitely at some specified maximum rate.
2.1.2,4.1 Bandwidths and Thresholds for Costas or Squaring Loop Tracking

To begin the analysis, we assume biphase suppressed carrier data
modulation which is tracked by a Costas loop or squaring loop, (These are equivalent

in performance and will not henceforth be distinguished.) The loop signal-to-noise

ratio, including effects of squaring (5), is
3 1
a3 = -
Costas 4N B_ (1 +N W/5) (2-7)
o L 0
where
5 = received power
N, = white noise density (one-sided)
BL= loop noise bandwidth (one-sided)
W = low pass bandwidth to pass data modulation
Note that the loop signal-to-noise ratio for a phase lock loop is defined to be
@ phase lock S/NOBL (2-8)

5. C.R. Cahn, "Comparison of Tracking Schemes for PSK", Proc. of Int.
Telemetering Conf., September 1971,
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The rate of phase slipping is estimated by

i

Toip ™ 1B,

exp(2a) o (2-9)

applicable to either phase lock or Costas tracking, where

Tslip = mean time between phase slips

Comparing (2-7) and (2-8), it is seen that for equal rates of phase slipping, the
Costas loop threshold is at least 6 dB degraded compared to a phase lock loop with
| the same BL'

' The loop signal-to-noise ratio cannot be arbitrarily high in the user
receiver because a lower bound is imposed on BL by dynamics and oscillator
phase noise, The steady-state error due to acceleration win a second-order loop

or acceleration rate (jerk) win a third-order loop is

m
Il

w/(1. 89BL)2; 2nd-order

il

L.{/(l.zosL)B; 3rd-order o (2-10)

For a user in a low altitude circular orbit, we find a maximum acceleration of

32 ft/ssec2 and a maximum jerk of .04 ft/secS. Thus, at 2.1 GHz, "bmax = 422 rad/
sec2 and E*;max =0.53 rad/se03 . . Then, for a maximum error of € = 0,1 radian,
(2-10) yields By} = 34 Hz, 2nd-order, and 1.4 Hz, 3rd-order. Clearly, it is

in
advantageous to employ a third-order loop in the receiver of a user in orbit.

Let us now consider the effect of phase noise. Scaling up from typical

(7)

VHF characteristics (6) or down from SHF airborne terminal characteristics

we obtain a represéhtative flicker noise spectrum at 2 GHz RF

6. C.A. Filippi, Analyéis of tﬁe Two-Way and One-Way Range Rate TDRS
Tracking System, Magnavox Final Report, Contract No, NAS5-21708, March 1973,

7. H.I. Paul, "Phase Noise Measurements and Its Impact on System Performance
for the AN/ASC-18 Terminal", Computer Sciences Corp., Interoifice
Correspondence, 23 May 1973.
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S = .00l 2 rad® 1 (-1t

The mean square tracking error in a third-order loop is

o2 =[s £ af
v’ 6 6
f"+(1.2B_/2m)
o L

= .016/Bi rad? (2-12)

where we have substituted (2-11). Thus, if we wish a< .1 rad, we require
B, > 1.3 He, '

We conclude that BLg-E: Hz, 3rd-order will be a practical lower hound to
accommodate dynamics of an orbiting vehicle and phase noise of typical oscillators at
2 GHz. From (2-9), we require ¢ > 5 {numeric) to achieve a mean time to slip
exceeding one hour. Then, from (2-7) we compute the maximum W as a function of
S/NO. For a filter matched to the minimum bit width Tb’ W = 1/2Tb' For B ¢ Hz

and o= 5, the sclution is

=17 dB-Hz + 10 log, | [1 +V1+ (1/50T1']) } (2-13)

S/NO] .

which is plotted in Figure 2-11. It should be noted that this theoretical solution
requires the Costas loop to be capable of operating at low Eb/No values; for example,
if the maximum data rate is 10 bits/sec, Eb/No = =11 dB at the loop threshold, and

a practical design is expected to be somewhat degraded from theoretical performance.

2.1,2,4,2 Accommeodating High Data Rate

If the burst data rate exceeds the maximum value allowable for the S/NO
received by a particular user, that user will lose track (at least range rate informa-
tion is lost because the Costas loop slips). The only apparent solution is a power
sharing technique such that a portion of the total signal is still amenable to tracking
by a disadvantaged user. The remaining portion of the signal conveys the high

burst data rate,

One scheme would be to linearly combine two spread spectrum signhals

with diffcrent codes, the sccond signal intended only to convey high data rates.
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Figure 2-11., Theoretical Costas Loop Threshold as Function of Maximum Data Rate

A second scheme for power sharing would reduce the data modulation
index at high data rates {exceeding some maximum low data rate} so as to always
leave a carrier component accessible lo disadvantaged users. An example would
be to employ + 45° data modulation, which shares power equally between the high
rate data and the carrier component., This scheme would be compatible, with
essentially no hardware additions, with a spread spectrum system based on quadri-
phase coding. When the high data rate modulation is imposed, the tracking threshold
of the disédvantaged user is 3 dB degraded from that determined by the maximum

low data rate,
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Finally, we observe that it is possible to discard Costas loop tracking
in favor of phase lock loop tracking provided that an unmodulated (by data) carrier
component is always retained., For this third scheme, we take advantage of the
fact, observed above, that a phaze lock loop has at least 6 dB better threshold than
the Costas loop. Then, a representative design point is to allocate 20 percent of
total power to the carrier component, leaving 80 percent to data, Using (2-8) with
B. =5 Hz and still setting o = 5 to maintain Ts

L lip
the fact that the carrier component is 7 dB below total power, the tracking thres-

=1 hr, and taking into account
hold (expressed in terms of total power) is found to be

S/N ] = 21 dB-Hz (2-14)
°ldm

independent of data rate. Because the power sharing causes 1 dB loss to the data
component, the achievable data rate* for 10_5 error rate is computed by adjusting
the required E]D/N0 to 9.6 dB+1.0=10.6 dB. (Note that a phase ambiguity does

not exist with this scheme.)

The problem is raised for this third scheme of how acquisition is to be
accomplished in the user receiver, since the 7 dB reduction of the carrier com-—
ponent would not be tolerable to a disadvantaged user during the process of search-
ing to acquire spread spectrum synchronization, One operational answer is simply
to maintain a reference data phase (i, e., transmit 0's) while such a user is
attempting to acquire, so that the entire signal is useful for detecting when

synchronization occurs in the receiver for that user.
2.1.2.4.3 Conclusions

There is no neat solution for accommodating a variable data rate on
the FFOV multiple access forward link when the rate can be over an extremely
large range. The basic approach is biphase suppressed carrier modulation and

Costas loop tracking at all data rates. Then, if the minimum data rate were

E3
At low data rates, the phase error in reconstituting reference phase by phase lock
loop tracking must be taken into consideralion, and this raises Eb/NO further.
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100 bps, corresponding to S/N = 30 dB-Hz, the maximum data rate could be

20 Khps, provided that 30 dB—Hz is acceptable as the trackmg threshold for ail
users. However, note that designating the maximum low data rate to be 1000 bps
and power sharing when necessary to exceed 1000 bps to some user, yields a
tracking threshold of 27.5 dB (24.5 dB from Eig'ure.z-ll plus 3 dB for power
sharing)., The consequence is 3 dB penalty (in .achievable data rate) to the high

rate user,
2.1.3 STEERED BEAM FORWARD LINK

If the S-band multiple access system is designed with a steered transmit
beam on the forward link from TDRS to user, reacquisition is'necessary prior to a
command transmission to any user. This procedure is compatible with use of a
special preamble designed to yield fast acquisition of sync despite a relatively low
S/N0 to a disadvantaged user, A basic ground rule is to require any periodic code
structure to have a period exceeding 12 milliseconds to insure that a possible
specular multipath component can be discriminated unambiguously. (Maximum

delay is 12 milliseconds for 2000 Km user altitude.)

2.1.3.1 FH Sync Preamble for Fast Acquisition

A coherent FH waveform for fast acquisition was described previously
for the FFOV system. Letus now postulate a waveform with a preamble to enable
a two-mode acquisition procedure, with the objective of working with a disadvantaged
user having an antenna gain G‘.1 = -6 dB so that S/No = 33 dB-Hz to that user.

Coherent tracking is the final mode of the acquisition procedure,

In mode 1, we postulate a preamble with hopping rate of 2 Khps and a
periodic frequency hopping code containing 64 frequencies spaced by 32 KHz, for a
bandwidth of 2 MHz and a period of 32 milliseconds. In mode 2, we postulate either
a coherent frequency hopping waveform with 256 fr'equencies and a hopping rate of
8 KHz or a PN waveform at a chip rate of 2048 Kbps and a period of 216 chips
(maximal length augmented by one chip), so that the period ig still 32 milliseconds
and the bandwidth is 2 MHz. The preamble is transmitted only long énough for a

receiver to acquire sync in mode 1.
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The two-mode acquisition procedure is a- follows, In mode 1, the
receiver searches over the period of 64 frequency hopped pulses to detect
occurrence of the preamble, whereupon coarse sync is obtained with an aceuracy
of + 250 microseconds. Since E/N per frequency hopped pulse of 500 microsecond
duration is +3 dB at S/N =136 dB—Hz or 0 dB at S/N = 33 dB~Hz, reliable
detection (. 9 probabﬂity at a false alarm number of 10 ) is obtained by post-detection
integration over 18 pulses or 54 pulses respectively. Thus, the acquisition time
to detect occurrence of the preamble signal in mode 1 is

T, =2x64x.5x 1073 x 18 = 1,2 seconds at S/N_ = 36 dB-Hz
1

=2 Xx64%.5%x10 0 x 54 = 3.5 seconds at S/N0 = 33 dB~-Hz

It is presumed here that a Doppler processor is implemented to cover the frequency
uncertainty of + 64 kHz with a resolution of 2 kHz (matched to the pulse duration
of 500 microseconds),

As soon as the receiver detects presence of the preamble signal in
mode 1, it switches to mode 2 and searches over the residual time uncertainty of
+250 microseconds, or 1024 PN chips, with a Doppler frequency uncertainty of
11 kHz, resulting from the mode 1 acquisition. A false alarm from mode 1 is
ultimately rejected by failure to acquire in mode 2. Reliable serial search can
he carried out in mode 2 at a rate such that E/N =12 dB in the time to search
one PN chip; thus, the search rate is 250 chlps/sec at S/N = 36 dB-Hz, or 125
chips/sec at S/N = 33 dB-Hz. Consequently, the achIlSltl()rl time to obtain fine

sync in mode 2 is

-
1l

1024/250 = 4 seconds at S/NO = 36 dB-Hz

il

1024/125 = 8 seconds at S/N0 =33 dB-Hz

It is presumed that the residual Doppler uncertainty is acquirable at either search
rate. Note that 1 KHz error on the S-band ecarrier frequency means 1 PN chip/sec

at 2 Mbps code rate, and this is negligible compared to the search rate in mode 2
acquisition.
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The total acquisition time is

T =T +T =5seconds at /N =36 dB-Hz
8 Sl Sz o

= 12 secds at S/N0 = 33 dB-Hz

At the conclusion of the acquisition process, the receiver is coherently tracking
the PN code of 2 MHz handwidth and 32 milliseconds period.

The question may be raised as to what is the basic advantage gained
from use of two acquisition modes. The answer is that a frequency hopping code
with a hopping rate of 2 Khps would require 1024 frequencies spaced by 2 kHz
to cover the 2 MHz bandwidth fully (channel spacing equal to hopping rate), and
the period would be 0.5 second. Then, the acquisition time would be 55 seconds
at S/NO =33 dB-Hz. In mode 1 with only 64 frequencies, the wide spacing of
frequencies (32 KHz spacing) does not matter since coherent tracking is not
utilized and the ambiguity (peaks spaced by 31 microseconds as shown in
Appendix II} of coherent tracking when the spacing exceeds the hopping rate is not

of concern for a noncoherent sync detection,

Each user must have a unique code for data transmission after acquisi-
tion of sync. In mode 2, the available PN codes (augmented by one chip) give
a very large selection (see paragraph 2.1.7,1), and it would be permissible to
let all users have the same mode 1 preamble code. If different mode 1 codes are

also desired, a family can be generated as described in paragraph 2.1.7.,2.

2.1.3.2 Practical Consideration on Discrete Phase Modulation to Approximate
Frequency Hopping

In the above, no losses have yet been introduced to take into account
the effect of approximating FH with discrete phase steps. In particular, with 90°
steps, there can be a loss of 3 dB in the worst-case, as illustrated in Figure 2-12,
The phase difference between the received signal and the local reference signal
switches by 900, and if the two values occur equally often (the worst-case), the
average amplitude is 0.707.
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[0® | 00 | 180° | 270° | 360° Received Signal

&)

0 I 90° I 180° l 270° I SGOOI Reference Signal

0° 9o°|0° 90° | 0° [50°[0° [90° | 0°] Phase Difference
Figure 2-12, Hlustration of Worst Case Loss

It is probably desirable to inerease the clock rate of phase shifting by
two, and utilize 8-phase modulation, implemented by an incremental phase
modulator (IPM). Now, the phase switches by 450, and in the worst-case, the

resulting amplitude is
10.5+0.5/45°] =0.924

and the loss is now only 0.7 dB. With, 8-phase modulation, the spurious emissions

will be much lower also.

2.1.3.3 PN Syne Preamble

We have in the above designs adhered to the ground rule that a periodic
spread spectrum signal should have a code period exceeding the maximum multipath
delay. If the multipath has a sufficiently strong specular component, a false acqui-
sition could happen on that component., Then, the code period must exceed twice the
multipath delay to enable the receiver to distinguish between the direct signal and
a delayed replica. However, at S-band, a specular component is ahsent or small
compared to the diffuse component, and the sense of polarization rotation is
reversed (8). Let us now define a2 PN system design (either biphase or staggered
quadriphase) for the multiple access forward link based on a short code period,
with the goal of achieving an acceptable acquisition time rather than insuring

protection against specular multipath.

8. J.N. Birch and R, H. French, Definition of Multipath/RFI Experiments
for Orbital Testing with a Small Applications Technology Satellite, Final
Report, Contract No. NAS9-12705, NASA-MSC, 1 December 1972,
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Since we desire to optimize the design with acquisition time as a most
important parameter, it is natural to pick the PN chip rate to be the minimum
satisfying radiated flux density limits, This rate is approximately 1.6 Mbps for
the fixed field of view cystem. To minimize accjuisition time, the period of the
code should be short, recognizing that this period ultimately establishes the
AJ capability to resist RFI or the other TDRS-to-user forward link signal,

If the PN code period is less than a data bit interval, there is still an
ambiguity to be resolved to determine where the data bit edge lies, even though
PN code rate and data rate are coherently related. Extending this, there is the
goal of resolving the ranging ambiguity, which is many code periods. One way to
do this is to add {modulo-2) a "sub-code' which effectively extends the overzall
period., The sub-code is a short period binary code with a bit rate equal to the
repetition rate of the PN code,

To elarify the above by way of numerical.illustration, we assume
representative system parameters,. TFor a user with Gu = -6 dB, S/N0 = 33 dB-Hz,
‘and for G, = -3 dB, S/‘N0 = 36 dB-Hz, Thus, we are lead to a PN code repetition
rate of approximately 3,000 repetitions/second, when we require that E/N0 per

repetition be roughly 0 dB. Let us choose the parameters

PN code rate = 2,044 Mbps

PN code period = 511 chips = 250 microseconds
Sub-code period = 250 bits |

Overall period = 62,5 millisec (ambiguity = 9374 Km)
Data bit interval = 2,5 millisec

Each successive repetition of the 511 chip PN code is complemented
whenever the sub-code bit is 1. The resulting two-way ambiguity of 8374 Km is
acceptable for the TDRS tracking and orbit determination computation.

Although a false acquisition to a specular multipath component is not
anticipated (for the S-band system), there is the threat of strong diffuse inult'ipath
delayed by a multipie of 511 PN bits. The total diffuse multipath could be as strong
as 3 dB below the direct signal (8). However, the fact that a data bit extends over
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10 bits of the pseudorandom sub-code means that there is 10 dB processing gain
against such diffuse multipath, in addition to whatever decorrelation results from
the PN code itéelf due to time spread of the multipath, The maximum degradation
due to such diffuse multipath, then, is 1.0 dB.

The acquisition search covers the 511 bits of one PN code period.
Since the time phase of the sub-code is unknown, a coherent integration of the
received signal cannot be extended beyond 250 microsecond, Letus presume a
Doppler processor covering +55 k Hz with 4 kHz windows, and a non-coherent

post-detection integration exactly as previously described for frequency hopping.

AtG = -6 dB, we have E/N0 per repetition of the PN code to be ~3 dB,
and a reliable sync decision requires integration over 170 repetitions, or 42.5

milliseconds. Searching in half-chip steps, the acquisition time is
T =2x511 x42.5 X 1072 = 43.4 seconds; G = -6 dB

using a Doppler processor covering +55 kHz in 4 kHz windows. At G’u = -3 dB,
E/N0 per repetition = 0 dB, and a reliable sync decision integrates over 54
repetitions, or 13.5 milliseconds, for which

T, =2x 511 x 13.5 x 10> = 13.8 seconds

The time phase of the sub-code is still unknown; however, this can be resolved in

a very short time, certainly less than 1 second. (Note that E/N0 over a 62,5 milli-
second sub-code period is 21 dB at Gu = -6 dB, The data bit timing is uniquely

tied to the sub-code, since one data bit spans 10 bits of the sub-code; in fact, the
sub-code period is chosen to have appropriate factors for a count-down to the

data rate,

To resolve the time phase of the sub-code, we assume the receiver
performs coherent demodulation at the PN code repetition rate of 4000 repetitions /
second. Note that the threshold for Costas loop tracking at this maximum data rate
is theoretically S/NO = 27 dB-Hz well under the maximum of 33 dB-Hz. A best

match with the known sub-code is sought by a digital integration over the 250 bits.
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With respect to diffuse multipath, note that the design provides
10 sub-code hits for each data bit at a maximum rate of 400 bps, which is the
maximum enabled at S/No = 36 dB-Hz (without forward error correction coding).
However, since the ambiguity can be resolved in the user transponder before
data is impressed on the forward link signal, the maximum data rate could be
4 Kbps, except that protection against diffuse multipath disappears. More generally,
since the forward link signal is'directed towards a particular user, the design
could just as well program a switch to a non~repetitive PN code (very long peried),
which starts at a marked repetition of the initial 511-bit short code employed for
acquisition. The mark would be the starting point of the sub-code, and the receiver
starts to search for correlation to the non-repetitive code whenever correlation to
the 511-bit short code iz lost, Note that at S/N0 = 33 dB-Hz, E/N0 over the sub-
code period is + 21 dB, and a reliable detection that the short PN code has ceased
can be made unambiguously. Alternatively, the long PN code can be made to have
a period of 62,5 milliseconds, exactly equal to that previbusly formed by the
sub-code., Note that the sub-code yields considerable protection against diffuse
multipath. Effectively, there is a processing gain equal to the sub-code period,
or 24 dB for the numerical illustration given., Since the multipath is weaker than
the direct signai, a reliable decision that the short .PN code has ceased can be

made in the presence of multipath even without the processing gain of the PN,

. The above computation for acquisition time calls for a search rate of
11.8 PN chips/sec at Gu = -6 dB, However, at a PN chip rate of 2 Mbps, the
maximum code Doppler is +53 chips/sec, which exceeds the search rate. Hence,

the design will not work as described,

One solution is to reduce the coverage of the Doppler processor in the
receiver by breaking up the total Doppler uncertainty into sub-bands. The -
receiver's PN code rate is offset by the Doppler at the center of each sub-band.
Setting the maximum code Doppler uncertainty to be 20 percent of the
search rate as a. reasonable design, this approach calls for 22 sub-bands. The
acquisition time for each system is multiplied by the number of sub-bands
(neglecting second-order changes as the false alarm rate decreases with the
number of windows in the Doppler processor). The consequence is an unacceptable

acquisition time.
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However, with the steerec transmit beam system, only one user at a
time is the recipient. Hence, it is feasible to insert a priori knowledge of Doppler
on the forward link signal so as to facilitate acquisition of this signal by the user.
As given in Section 1-6, the one-way range rate uncertainty is + 100 m/sec, or
+0.33 ppm. Then, it the PN code rate is 2.044 Mbps, the maximum code Doppler
uncertainty is 0. 7 PN chips/sec. At the S8-band carrier frequency, the maximum
carvier Doppler uncertainty is +700 Hz. A very desirable advantage of this
approach is to simplify the user receiver in the sense of having a much more
straightforward Doppler processor design with a modest Doppler coverage, A
minor disadvantage is the need to insert a priori knowledge of Doppler into the

ground transmitter (on both carrier and code rate).

It may be observed that the design based on frequency hopping does
not have a similar difficulty with code Doppler because the hopping rate is much

lower than the spread bandwidth,
2.1.4 ANALYSIS OF RANGE AND RANGE RATE MEASUREMENT ACCURACY

The use of spread spectrum f[or the TDRSS enables precise measurement
of range by observation of the round trip propagation delay, The accuracy of this
depends on the accuracy associated with the measurement of time-of-arrival of the
spread spectrum modulation, relative to a local clock, For PN, this accuracy is
typically expressed as the fraction of a code chip. For ecoherent ¥H, the equivalent
of a chip is the reciprocal of the total spread banawidth. A delay-lock tracking
loop performs the measurement; here, an error voltage controlling the code clock
phase is derived by comparing correlation amplituces for an "early" code replica
and for a "late” code replica. The delay-lock loop has a narrow bandwidth so as

o reduce the rms error due to noise,

Range rate measurement is made by a Doppler measurement on the
carrier frequency. This is the carrier phase change, relative to a local oscillato
reference, over the specified averaging time (e.g., 1 second or 10 seconds), In
a spread spectrum receiver with carrier reconstitution to enable coherent demodu-
lation of data, such a phase measurement can be performed even though the
carrier actually is suppressed by the spread spectrum modulation, The accuracy
of the range rate measurement is determined from the phase error in carrier

tracking, typically by a Costas loop when the data is binary PSK.
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When the chip rate is coherently scaled {rom the carrier [requency,
the delay-lock loop in the receiver can be aided from the carrier tracking loop; that
is the Doppler measured in the carrier tracking loop is scaled to the modulation
bandwidth (e.g., the PN chip rate) and applied as a tracking aid to cancel out
Doppler in the delay-lock loop. As a consequence, the delay-lock loop can be made
arbitrarily narrow, since it does not have to track user dynamics as long as the
carrier tracking loop stays above threshold and does not slip cycles, It is practical
to employ very narrow bandwidths in the delay-lock loop, such as 0.1 Hz or

even less,

2.1,4.1 Delay-Lock Loop Measurement Accuracy

With coherent carrier phase tracking, the delay-lock loop has the

block diagram shown in Figure 2-13. The resulting measurement accuracy (variance)

()

for a PN receiver with the typical design of v = 0.5 chip, is

d
N picode)
g2 —_o L
bit 75 ; coherent delay lock (2-15)
(code) . .- . . i
where By is the (one-sided) noise bandwidth of the delay-lock loop.

An alternative delay-lock loop implementation uses noncoherent
{envelope) detection of the early and late correlation amplitudes, and does not
necessarily depend on maintaining coherent carrier phase tracking. If the IF band-

width prior to envelope detection is B F the measurement accuracy becomes(lo)

I
(code)
e NOBL 1+ iNO—BIF-} ; noncoherent delay lock (2-16)
bit 28 S

where Tq still is 0.5 chip. Note that the degradation with respect to a coherent

demodulator is small provided that S/NOBIF> 0 dB.

9. C.R. Cahn et al, Timation Modulation Study, Final Report, Contract
N00014-71-C-0285, 31 August 1972,

10. C, R. Cahn et al, System 621B Signal Definition Study, Technical Report
SAMSO-TR-72-248, Oct 1972,
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Finally, we note the hardware simplification ol having a single correla-
tion channel time shared between early and late correlation. (This is also called a
dither tracking loop.) Effectively, the noise level is doubled by the time sharing,
and if —rd‘is still 0.5 chip,

d
X N pleod® 2N B,
o 0 14 — O IF

Mt- 5 < ] ; dither tracking (2-17)
The erosion of theoretical measurement accuracy with dither tracking is offset by
implementation convenience, and can be made up by further narrow banding of the

delay-lock loop.

CORRELATOR
RECEIVED  RECEIVER r SUBTRACTOR
SIGNAL ?
- LOOP
e FILTER " __| H/ - Loob
-1 i
CORRELATOR “eo
g - CODE .
67z- 1561 d GENERATOR
UNCLASSIFIED

Figure 2-13, Block Diagram of Delay Lock Tracking Loop
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2.1.4.2 Carrier Phase Measurement Accuracy

Range rate measurement accuracy is evaluated by assuming independent
bhase errors at the beginning and the end of the averaging interval, over which the
phase difference is accumulated. Paragraph 2.1,2, 4 gives the Costas loop signal-~to~
noise ratio, which is the reciprocal of phase error at the second harmonic of the

carrier. Thus, the variance of the phase error at the carrier frequency itself

is
{carrier)
2 _ NOBL [1+ NOBIF] (2-18)
rad 8 25

and subtracting the two independent phase measurements doubles the variance. In
contrast to the delay-lock Ioop, the Costas carrier tracking loop cannot be
arbitrarily narrow banded because of the requirement to track orbital dynamic‘s.
Paragraph 2.1.2.4 indicates expected carrier phase tracking errors due to accelera-

tion in a second-order loop and acceleration rate (jerk) in a third-order loop.

As a general rule, the Costas loop when properly d‘esigned should not
have a very large tracking error due to dynamics, perhaps at most 0, 1 radian, and
this error is slowly changing. Consequently, the bias error on range rate caused by

orbital dynamiecs can be considered negligible.
2,1.5 MULTIPLE ACCESS RETURN LINK

The return link is also spread spectrum for purposes of multiple access,
range measurement, and multipath discrimination. The first concern, then, is for
required acquisition time on the return link, and whether frequency hopping has

advantages over pseudonoise in this regard.

With a turnaround transponder, the maximum Doppler is doubled on
the return link, and the time uncertainty is determined either by the round trip range
uncertainty or by the code period on the return signal (whichever is smaller), The time
uncertainty due to range variation is roughly 100 milliseconds; thus, without utilizing
available knowledge of user range and range rate, the acquisition time on the return link
will be excessive at minimum user EIRP. There is no reason why range and range rate
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estimates cannot be inserted into the ground receiver to speed up acquisition on the
return link. In that case, usec of coherent FH does not offer any advantage with
respect to sync acquisition, although it may have a slight advantage in enahling

multiple access of signals with unecual data rates and EIRP's,

2.1.5.1 Acquisition

On the return link from user to TDRS, the receiver can take advantage
of a priori knowledge of range and range rate. The ground rule is that (one-way)
range is known to *+ 50 Km and (one-way) range rate to + 100 m/sec. After the user
has acquired the forward link signal, the uncertainties on the return link are twice
the one~way uncertainties, since the user operates as a turnaround transponder to
enable two-way range and range rate measurements to be made., Thus, for acquisi-
tion on the return link, after injecting a priori knowledge, the time uncertainty is

#330 microseconds and the carrier frequency uncertainty is +1.3 KHz.

We presume the user has a minimum EIRP of 7 dBW, for which
S/NO =27.6 dB-Hz + 7T dBw = 34,6 dB~Hz to a directed AGIPA receive beam. (This
includes transponder loss of 2 dB, AGIPA loss of 0.5 dB, and leaves 3 dB margin.
Demodulation loss of 1.5 dB and PN loss of 1.0 dB is not included.,) The search rate
can be about 200 PN chips/sec (see Appendix II). For a PN chip rate of 3 Mbps on
the return link, the uncertainty is 2000 chips, and the worst-case acquisition time
is about 10 seconds (we presume the Doppler uncertainty can be covered), Here,

we assume the return signal has a code period equal to that of the forward signal.

2.1.5.2 Multiple Access Capability of Spread Spectrum

The use of coherent frequency hopping as a band-spreading technique
has been described previously, emphasizing the advantage with respect to initial syneg
acquisition. We now wish to examine this waveform for its multiple access perform-
ance on the return link at S-band, assuming perfect synchronization of the receiver.
For the present discussion, we assume one interfering signal is received, on the
average, in any beam of the phased array (AGIPA) on the TDRSS; however, several
more occasionally can exist with a respectable probability, The spread bandwidth
BRF is nominally 3 MHz, and the data rate Rb can vary from 1 Kbps to 100 Kbps.

We assume receiver performance is defined by the minimum required Eb/NO =9.9dB

+3d B=12.9 dB without error-correction coding, and Eb/NO =4.7TdB+3dB="7.7dB
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with rate -1/2 coding. The added 3 dB includes the demodulation loss (1.5 dB}),
PN loss, (1.0:dB) and AGIPA loss (0.5 dB) assumed hy NASA Goddard in the

space-to-space return link analysis.

Of course, the receiver cannot tolerate any interference whatsoever
unless the received power of the desired signal exceeds the minimum defined by
the thermal noise level. When the minimum required Eb/No is specified, the
tolerable interference to signal power ratio, J/S, is computed for conventional

PN in a linear channel according to

. S/R,,  Brp 1 (2-19)
NNt I/ By B, N:Brr 43
| 5 S

where BRF/Rb = spread spectrum processing gain and Nr is the receiver thermal
noise. As a design point, if S is 3 dB above the minimum requirement imposed by
thermal noise,

Brr
J/8 £ W - (design point) (2-20)
0

Thus, if BRF =3 MHz, Rb =] Kbps,- Eb/No =17,7dB, (2-20) gives the bound

J/8 < 24,1 dB at the postulated design point (3 dB margin for thermal noise alone),
I R =10 Kbps, J/5 < 14,1 dB. I should be noted that this 3 dB margin at the
design point is not to be confused with a2 3 dB allowance for system degradation
used in the NASA Goddard Definition Phase Study Report.

- Now suppose there is one interfering signal conveying 100 Khps
without coding (a worst-case assumption for any other user), With zero margin
with respect to noise alone, the interfering signal must exceed the desired signal
conveying 1 Kbps data rate by 20dB- 3 dB + 12,9 dB- 7.7dB =22,2 dB. From
this, we reach the conclusion that the conventional PN multiple access system
barely succeeds even without bringing in the further problem that the relative
signal levels vary inversely as the square of propagation range. In other words,
there is very little tolerance to handle a situation where the interfering signal is
transmitted with considerable excess margin by the user, because .of transmitter
overdesign or a momentary geometry where the user's orbit passes relatively

close to the TDRSS,
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Of course, the problem of multiple access wilh PN is relieved some-
what if the maximum data rate is reduced, error correction is imposed on all users,
and power levels are coordinated more-or-less continuously to prohibit excessive
margins and compensate for changes in range (see Appendix VI). A practical
design could control EIRP to an accuracy of 3dB, if imposing a gross specification
of required user EIRP is not satisfacltory for multiple access., Quantitatively, if
the maximum data rate for any user is 50 Kbhps with rate - 1/2 coding, and we allow
that user 3 dB margin with respect to noise alone so as to accommodate interfering
signals, the J/8 to the receiver for 1 Kbps is 17 dB. A maximum J/S of 24 dB, as
computed above, allows the 50 Kbps interfering user to be up to 7 dB stronger than

the design point (but then no other interference can be tolerated).
2.1.5.2.1 Multiple Access of UInequal Rate Signals by Coherent Frequency Hopping

Let us now examine a coherent FH system in which hopping occurs at
the symbol rate. The idea now is that the receiver for the low-rate signal can ignore
occasional hits by the interfering signals, Again, assume the desired signal operates
at 1 Kbps with rate - 1/2 coding, while the interfering signal is at 100 K symbols/sec
(100 Kbps uncoded, 50 Kbps coded). Thus, the interfering signal hops over 30 fre-
quency slots spaced by 100 XHz in the RF bandwidth of 3 MHz.

The low -rate receiver is presumed to clip in the IF following correla-
tion, where the bandwidth prior to clipping is set equal to the maximum symbol rate
of any signal (i.e., 100 kHz). After clipping, the bandwidth is reduced to approx-
imately twice the symbol rate prior to PSK demodulation. The receiver processing
is indicated by Figure 2-14, Figure 2-15 shows (in an idealized manner) the low-rate
desired signal and the high-rate interfering signal as they impinge on the limiter.
The interference falls within the pre-limiting bandwidth with a probability of occur-
rence € equal to the ratio of filter bandpass to total spread spectrum bandwidth, or
¢ =100 KHz/3 MHz = . 033 in the present illustration.

For a very idealized analysis, let us assume hard limiting in the
post-correlation IF. When receiving the desired signal in the presence of wideband
Gaussian noise only, there is known to be a loss of 1 dB due to the hard limiting.
When the strong interfering pulses are present, with probability .033 according to
the idealized model, the hard limiter clips them to the level of noise interference.
Because the ratio of desired signal power to noise power in the bandpass is low,
tne nominal value being 7.7 dB + 3 dB ~ 20 dB = -9.3 dB in the present example,
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the degradation produced by the interfering pulses is due to the "holes' punched in

the desired signal. Thus, with one interfering signal, the average amplitude of

the desired signal is reduced by the factor 1 - ¢ = .967 in the present example, or
0.3 dB. The total degradation is 1.3 dB, including the hard limiter loss of

1.0 dB, regardless of how strong the interfering pulses from the undesired signal

may he.

X BPF
] > 100 Kz

BPF

- LIM — DATA

COHERENT
PSK
DEMOD

9o DATA
SYMBOLS

FH
Figure 2-14, Proeessing in FH Recciver for Multiple Access
%'\Interference from High~Rate Signal
-
< Low~Rate Symbol Duration

Figure 2-15. Superposition of High-Rate Interfering Signal

on Low-Rate Signal
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If there are several interfering high rate signals, there is additional
degradation due to the greater number of hits. With M interfering signals, the
average amplitude of the desired signal becomes (1 -« )M, and for € = ,033 and
M = 7, this is a reduction of 2 dB., ecluding the hard limiter loss, the total
degradation is 3 dB, which equals the design point postulated above for PN

multiple access,

The advantage for multiple access by FH is seen to derive from the
receiver's capability to tolerate strong low duty-factor interference., There would
be no advantage relative to PN, rather a small loss due to hard limiting, if the
power levels could be perfectly coordinated. Of course, in a practical system, the
effect of the pulses from the strong interfering signal will become more severe
as their level increases because of pulse spreading due to transient ringing in the
bandpass filter and spurious emissions from the transmitter. However, the

objective here is to provide a reasonable range of power variation.

Interference to the high rate signal from the low rate signal may be
ignored because of the difference in power levels, More generally, the high rate
signal may encounter strong CW interference in some of the frequency slots, and it
is necessary to operate with error-correction coding to combat such interference,
which induces an error rate on the received symbols (prior to decoding)., The effect
of this CW interference is negligible if it is at least 6 dB weaker than the desired
signal.

Let us now consider what happens as the interfering signal is reduced
in data rate (and therefore hopping rate). Of course, if this were known by prior
design, the pre-limiting bandpass filter could be narrowed, and the probability of a
hit would go down. We do not assume this here. Thus, the probability of interference
remains .033, but the duration of the interfering pulse, when a hit oceurs, is longer.
The effect is that the degradation due to an interfering signal remains approximately
constant until the symbol rate of the interfering signal becomes comparable to that
of the desired signal so that the average amplitude is no longer meaningful in

establishing receiver performance,
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2.1.5.2,2 Multiple Access of Moderate Data Rate Signals

Let us now discuss multiple access of a number of signals with equal
symbol rates and equal hopping rates. (Interference from strong but slowly
hopping signals is included in this model also.) To quantify the problem, wc assume
a moderate data rate of either 1 Kbps or 10 Kbps for each signal (2 K symbols /sec
or 20 K symbols/sec with rate - 1/2 coding). We also assume, for analysis, that
the rate - 1/2 decoding can operate at a symbol error rate of .04, corresponding
to Eb/NO = 4.9 dB with PSK hard decisions*.

- Since the post-correlation IF bandwidth is 100 KHz, the probability of
interference falling within that bandpass is, as previously compﬁted, .033. Assuming
the limiting does not significantly change the nature of the interference which tends to
persist for the symbol duration, the frequency selectivity of the bandpass filter after
limiting rejects the interference provided that it is offset by at least the symbol rate.
Thus, for the postulated numerical example of 10 Kbps data rale, the probability of
interference is 40 kHz/3 MHz = .0133, and the probability of error is less than

. 0067 for random phasing of the interference. This implies ablhty to tolerate up to

six 1nterfer1ng mgnals that are strong compared to the desired signal at 10 Kbp'?.

| From the computatlon of J/ 8 for multlple access byPN it was found
that J/S < 14,1 dB at the design point, meaning 25 interfering signals at equal power,
or 6 interfering signals averaging 6 dB above the desired signal. Thus, it is con-
cluded that coherent FH can outperform PNxfor multiple access when there is more

than 6 dB dxsparlty in signal levels.

A similar calculatlon for multlple access of users at 1 Kbps data rate
leads to a tolerance for 10 times the number of interfering signals as computed
for 10 Kbps data rate,

* . . .
This means a sequential decoder rather than a Viterbi decoder; however, we
do this to simplify the analysis of the effect of interference.
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2.1.5.2.3 Multiple Access of High Data Rate Signals

For a signal with a data rate of 25 Kbps, or 50 K symbols/sec with
coding, the 100 KHz bandpass in Figure 2-14 suffices to avoid degradation due to
intersymbol interference. If there is an interfering signal also at 50 K symbols/sec,
the probability of interference falling within the 100 kHz bandwidth is . 033, and
the probability of symbol error is .017 or less., At most two such interfering

signals can be tolerated if they are strong compared with the desired gignal.

If the desired signal has a data rate of 50 Kbps, or 100 K symbols/sec
with coding, the limiting post-correlation channel of Figure 2-14 would not be needed,
A strong interfering signal also at 100 K symbols/sec probably cannot be tolerated;
here, we must take into account that the signals are asynchronous and produce
significant spectral components over 200 KHz. For small power differentials, the

tolerance is similar* to PN, for which (2-20) yields J/S< 7.1 dB,
2.1.5.2.4 Conclusions

With 20 users served by the S-band multiple access system, there is
an average of approximately 1 signal in each of the directed beams from the
30-element phased array, The probability distribution of the number is given by
a Poisson distribution,.

(k) exp (k)

P (k users in 2 beam) = ot {2-21)

where k is the average number, The probability of getting five or more interfering
users within a beam serving the desired user is . 0036; thus, designing for this
number of interfering users in one beam insures a service reliability exceeding
0.996. Of course, interference received at a lower power level (at least 6 dB
power) than the desired signal can essentially be ignored, and the problem scenario
is that of a low-power, low data rate desired signal received simultaneously with

high power, high rate interfering signals up to 100 K symbols /sec. Compared with

*
As an illustration, with randomly phased interference 7 dB stronger and hitting the
desired signal with . 033 probability, and leaving 3 dB margin for noise alone, the
symbol error rate during a hit is 0, 35, and the average symbol error rate =. 02.
This is correctable.
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conventional PN, coherent frequency heopping is partiéularly advantageous for multiple
access in this problem scenario, Employing coherent FH, it is found that a user con-
veying data at 10 Kbps or less is fully compatible with the above interference scenario
regardless of data rate distribution or excess margins of the 19 random located
interfering signals at least for the idealized analysis employed,

For a user signal above 10 Kbps, the interference scenario is more
restricted. As an illustration, a representative mission model for TDRSS indicates
five users each transmitting data at approximately 25 Kbps. Two such interfering
signals can be tolerated, Since the average number per beam is 0.2, (2-21) shows

that the probability of more than two interfering is small (roughly 10_3).

2.1.5.3 Coexistence of Low Rate User and High Rate User on Multiple Access
Return Link ' '

The idealized analysis of multiple access has been given above for both
PN and coherent FH spread spectrum modulation, the objective being to compare
these multiple access schemes, With PN, the effect of various system losses, which
effectively degrade Eb/NO, was not fully brought in, With FH, practical filter res-
ponses were not taken into account. We continue to study the extreme case of a high
rate user transmitting 100 Kbps uncoded into the same TDRS antenna beam as a low
rate user at 1 Kbps with error correction, According to the user-to-TDRS link
budget given by NASA, the high ré,te user requires an EIRP of 35 dBw, while the low
rate user demands an EIRP of 9 dBw. This budget presumed 1 dB increase in
receiver noise due to multiple access interference, includes 3 dB of margin, and

makes an allowance for various losses in addition.

In the absence of power control on the user!s EIRP, the worst inter-
ference occurs when the high rate user has minimum range to the TDRS. For 2000
Km altitude, this is 33,862 Km, when directly under the TDRS, and the free space
loss is 1,9 dB less than assumed in the link budget. For EIRP = 35 dBw, the
power density in the receiver for 3 MHz bandwidth on the return link is - 192, 0
dBw/Hz, The link budget assumes a receiver noise density, including multiple
access noise, of ~-198.3 dBw/Hz and 2 dB degradation for TDRS transponder loss.
Thus, the total receiver noise, adding TDRS-to-ground noise, is allowed to be
-196 dBw/Hz in the link budget.
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2.1,5.3.1 Multiple Access by PN

With PN multiple access, the low rate user will encounter a total
noise level of -190.5 dBw/Hz when the interference from the high rate user is
added to that presumed in the link budget, an increase of 5.5 dB over that planned
in the link budget. In other words, the low rate user would need to transmit an
EIRP of 14.5 dBw in order to maintain the design margin on the return link during
the interval when the high rate user falls in the main beam®*, Since the AGIPA
beam has a width of 6° , or 2,000 miles near the earth's surface, a user traveling

across the beam at 5 mps could stay in the heam for 400 seconas.

It is not the desired operational procedure to force a low rate user to
increase his EIRP or decrease data rate to enable coexistence with the 100 Kbps
user. The alternative is to impose a restriction on maximum EIRP and, therefore,
maximum data rate. For example, if the maximum symbol rate remains at 100 K
symbols/sec, but the maximum data rate is 50 Kbps with rate -1/2 coding, the
required user EIRP drops to 27 dBw. Then, the power density in the receiver for
3 MHz bandwidth is -200 dBw/Hz at minimum range. The total noise level becomes
-194.5 dBw/Hz when the interference from the high rate user is added to that pre-
sumed for the link budget, This is an increase of 1.5 dB over that planned in the

link budget, and the low rate user requires an EIRP of 10.5 dBw to operate.

Thus, we see that even restri cting a user to a4 maximum data rate of
50 Kbps and requiring forward error correction (with a coding gain of 5.2 dB),
the NASA link budget has inadequate allowance (by 1.5 dB) for multiple access
interference with PN.

2.1.5.3.2  Multiple Access by Coherent FH

Let us now examine coherent FH as the multiple access technique
removing some of the idealizations made in prior analyses**, The objective is

still to enable coexistence of a high rate user at 100 Kbps with a low rate user at

*
One can view this as requiring an increase in the EIRP of the low rate user so
as to not exceed the J/S capability of the spread spectrum receiver to resist
the signal from the high rate user.

Kok
Multiple access via PN is more easily analyzed since the interference can be
presumed Gaussian and additive to the receive r thermal noise.
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1 Kbps. Figure 2-16 shows the postulated receiver processing for the low rate user.

If the hopping rate of the interference is 100 Khps, there is still some response by

the filter to pulses considerably offset in frequency due to the frequency hopping.
Figure 2-17 gives the envelope of the transient output from the filter when the input
pulse is offset in frequency, for a typical filter de'sign (4 pole.Butlterworth).. The
input pulse width of 10 microseconds equals the reciprocal of the bandpass (3~ dB)
bandwidth (100 kHz). The peak pulse response is obse rved in Figure 2-17 to be about -
20 dB down for an offset of +200 kHz, even though the CW response at this offset
would be down by 48 dB. The typical output pulse width is 20 microseconds.

. pE COHERENT| = .
M PSK P

X —» woxn: M L DATA SEAMOD Symbols

FH

Figure 2-16. Processing in FH Receiver for Multiple Access

For EIRP = 35 dBw at minimum range to TDRS, the interfering pulse
power is 35 dBw - 190, 3 dB + 28 dB = -127 dBw. The thermal noise (ideally, there
is no multiple access noise with FH) in 100 k'Hz bandwidth, including 2.dB degrada-
tion for TDRS transponder loss, is -199.4 dBw/Hz + 2 dB + 50 dB-Hz = -147.4 dBw.
Thus, if the 100 kHz bandpass filter produces an attenuation of at least 20 dB, the
output pulse due to the interference at peak EIRP is below the thermal noise power
in the filter output. This is the case except when the hopped pulse lies within 400
‘1iHz handwidth about the receiver's channel, or 13 perc.ent of the total 3 MHz bhand,
Assuming limiting of the filter output at the thermal noise level (a peak clipper), we
conclude that the worst effect of interference from the high rate, high EIRP user is
to suppress a portion of each symbol of the low rate user. Since the pulse interference
is broadened by a factor of 2 and is negligible on 87 percenf of the chél’nnels,‘the
symbol is not suppressed at least 100 - 2 x 13 = 74 percent of the time, and the loss
is less than 2.6 dB.
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Figure 2-17. Pulse Response

A further possibility for interference is due to spurious frequencies
produced by the implementation of frequency hopping as an approximation with dis-
crete phase steps. To estimate this, let us evaluate the spectrum when the phase
step is A®= 2 v /L, and there is no jitter due to clocking. A Fourier coefficient
at the nth harmonic is given by

27

1 -in#
Cn = 2ﬂ[ f{Me df (2-22)
0
where f(8) denotes the staircase approximation to a linear change of 27 over one

cycle of the frequency offset. Thus,
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where k is an integer (positive, negative, or zero). Tor L = 8, corresponding to
phase steps of 450 , the largest spurious output occurs at n = -7, and is 17 dB down.
Thus, we may conclude that the spurious frequencies arc typically at the outpul
thermal noise level in the 100 kHz filter, for interference at the strongest EIRP,

and do not further degrade performance of a low rate user.

Let us now consider what happens if the maximum EIRP is reduced
to 27 dBw on the basis of restricting the maximum data rate to 50 Kbps and requiring
rate -1/2 forward error correction. Now, the filter output is at the noise level if
the filter produces an attenuation of at least 12 dB. This is the case except within
200 KHz bandwidth, or 6.7 percent of the total 3 MHz band. Since the pulse is now
broadened by the factor 1.5, the symbol from the low rate user is not suppressed
for at least 200 - 1.5 x 6.7 = 90 percent of the time, and the loss is less than
1.0dB.

It should he remembered that the introduction of a peak clipper causes
a small additional degradation, Theoretically, bandpass hard limiting in Gaussian
noise causes a loss of 1 dB, and the loss is less with peak clipping (i.e., soft
limiting). This. additional loss for coherent ¥H is about the same as the NASA link
budget of allowance of about 1 dB for multiple access loss with PN,

2.1.5.3.3 Conclusions

For a maximum EIRP of 35 dBw, required to convey 100 Kbps uncoded,
multiple access by PN causes 5.5 dB degradation to a low rate user, compared with
the NASA link budget. However, if the maximum data rate is restricted to 50 Kbps
with forward error correction, maximum EIRP is reduced by 8 dB (3 dB for rate
reduction plus 5 dB coding gain) to 27 dBw. Now, there is 1.5 dB degradation
compared with the NASA link budget,



The analysis of multiple access by coherent I'H with practical filters
leads to degradation of the low rate user by about 2.6 dB for a maximum EIRP of
35 dBw to support 100 Kbps uncoded, and 1. 0 dB for a maximum EIRP of 27 dBw to
support 50 Kbps, coded. Appendix VII presents simulation results in agreement

with the analysis,

Thus, it is concluded that while coherent FH does offer some advantage
over PN in enabling coexistence of a high rate user and 2 low rate user, the degrada-
tion is still excessive when the maximum data rate is 100 Kbps, uncoded. However,
if a requirement for forward error correction coding providing a coding gain of
5 dB is imposed on all users, reducing the maximum data rate to 50 Kbps and the
maximum EIRP to 27 dBw, there is almost no advantage for coherent FH over PN,
Furthermore, PN offers the advantage that the multiple access noise is Gaussian so

that error correction decoders perform as expected.

It is concluded that it is adequate for multiple access to design the
return link on the basis of PN, imposing a restriction on maximum EIRP to 27 dBw
as required to convey 50 Kbps with rate - 1/2 coding providing a coding gain of 5 dB.
This means a revision of the NASA link budget so as to increase required EIRP for
low rate users by 1.5 dB. Then, a total data rate of 50 Kbps for all interfering users
in one beam can be tolerated. There appears to be no significant benefit from
controlling user EIRP unless a high rate user can possibly orbit to a point closer
than 33, 862 Km to the TDRS (this is the closest approach for 2000 Km altitude).

2,1.5.4 Considerations on Effects of Phase Transient with an Electronically

Despun Antenna

If an S-band multiple access user is spin-stabilized, gain may be
maintained towards the TDRS by switching antenna elements synchronously with the
vehicle rotation. The Synchronous Meteorological Satellite (SM5S) is a represzentative
design example. The ‘S—band antenna consists of 32 elements spaced uniformly on a
cylinder of radius 26 inches, The spin rate is 100 rpm; hence, the phase fransient
due to switching is periodic with a repetition frequency of 32 x 100/60 = 53, 3 Hz.

The phase variation is due to the motion of the antenma's phase center as the vehicle
rotates, changing the distance to the receiver, Also, there is a phase jump when
antenna switching occurs. Figure 2-18 shows the geometry. This is the worst
case where the spin axis is perpendicular to the direction towards the TDRS. More

generally, the sine of this angle multiplies the distance variations.

2-52



For purposcs of this discussion, we assume a typical anlenna gain to
be 8 dB and the EIRP to be 18 dBw for a multiple access user(ll)‘

Then, the
return link can support a data rate, with error correction coding, of about 5 Kbps.

. To TDRS
Spin-Stabilized User Satellite

Pointing Error

—» Pointing Directioa

~ TNo. of Elements .
Start of Phase Center

Figure 2-18. Geometry Determing Phase Transient

2.1.5.4.1 Calculation of Phase Transient

The approach to evaluation of the phase transient is to compute the

variation in distance from antenna phase ceht_‘.er to the TpRs! 1Y

From Figure 2-18,
this variation with time iz

27R -
= . o <7 <
o) X Cos(wot o); -8/2 wot B/2 (2-24)
where w denotes the angular frequency of spin and pis the angular spacing of the
antenna elements, Ior a 32 element antenna, P= 11.25°, and an instantaneous
switch causes the phase center to move suddenly from B/2 to - B/2. The return
link carrier frequency is 2.2875 GHz; hence, for R = 26 inches

2R

== = 1812° (2-25)

11. NASA Goddard Definition Phase Study Report, Section 6.

12. Philco-Ford, Synchronous Meteorological Satellite, Phase C resign Report,
NASA-Goddard, Contract NAS6-21575, 30 June 1971, Analysis No. 16
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Two measures of significance are the peak-to-peak variation Lo and the phase

j o, when the switch occurs. We find
jump jmp

Ly = 21“3'-[1-005 % + |041)}

4vR . 2 v 2-
- 48 (@ ) E-
mjump = ETil-%-[cos (—% +0) - cos(‘% + CQ:I
= -4-%3— sin & sin(B/2) (2-27}

Fo- the given paramecters, (2-26) and (2-27) are plotted in TFigure 2-19. The strik-
ing feature of these plots is the relatively small phase variation when the pointing

error is close to zero.
2.1.5.4.,2 Effect of Phase Transient on the Receiver

The phase transient due to antenna motion and particularly the
instantaneous phase jump due to switching cause a degradation in performance
of a biphase modulated data transmission system, Presuming Costas loop
tracking to reconstitute car-ier phase, one source of degradation is the tracking
error O, which exists at any instant due to the phase transient, This degradation
is measured by cos (De in a biphase data modulation system. Note that we is less

thanwpbecause of the loop tracking, which improves as the loop bandwidth is

windened.

A second source of degradation is the greater tendency for the Costas

loop to slip when the tracking error starts to become large.

A third potential problem arises because the periodic phase transient
creates sidebands separated from the carrier by multiples of the repetition
frequency (53,3 Hz). The Costas loop possibly could acquire one of these

sidebands, if it were sufficiently strong.
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Figure 2-19, Phase Transient of Switched Antenna

Let us now consider typical Costas loop design parameters, For
operation at Eb/NO:z 5 dB with rate -1/2 error correction coding, simulation
studies demonstrate that the loop tracking bandwidth (one-sided noise bandwidth)
BL should not exceed about 3 percent of the symbol rate(ls). For a typical data
rate of 5 Kbps, this means BL < 300 Hz, and the first few harmonics of the periodi

phase transient are tracked with negligible phase error. (Also, Doppler due to

13, C. R. Cahn, G. K. Huth and C. R. Moore, "Simulation of Sequential
Decoding with Phase-Locked Demodulation', [EEE Trans. oa Comm.,
Vol. COM-21, February 1973, pp, 89-97.
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orbital dynamics is tracked with negligible error.) Mainly, the instantaneous
phase jump when the anlenna is switched remains until the loop recovers in accord-
ance with its closed-loop response. Thus, as a pessimistic approximation,

we have

Degradation Due to Tracking Error = 20 log10 cos “ojump (2-28)

A degradation of 0.5 dB resulis for a phase jump of 190, and this represents a
reasonable design criterion. From Figure 2-19, this corresponds to a pointing

o
error of not more than +3°7,

When the switch occurs, the Costas loop momentarily has the phase
error “Djump’ and could possibly be forced into a cycle slip, In the absence of
noise, a slip will not occur unti! the phase jump approaches 900, beyond which point
the loop will track at a phase error of 180°, When noise is present, a slip can occur
for a smaller phase jump because the phase jump can be additive to a momentarily
large tracking error due to noise, Analytical characterization of the statistics of

this nonlinear tracking problem is difficult,

A simple analysis based on a linearized loop is now presented.

The loop signal-to-noise ratio for a Costas loop is

S 1
S/N = [ ]
NB; [1+ NO/ZSTS (2-29)

where a matched filter to the symbol duration T, is presumed. The variance of
the phase error due to noise is (S/N)-l. For the typical design parameters with
rate -1/2 coding postulated above, S/N = 36 (15.6 dB), and the rms tracking ervor
due to noise is 1/6 radian = 9.5°, As a pessimistic estimate of the maximum
tolerable phase jump for which a cycle slip is unlikely, let us require
5x 9.5%+p, < 90°

jump (2-30)
where we take the 5¢ point as the peak phase error due to noise. Then, we
require

o, < 499
jump (2-31)

to insure a low probaﬁility of a slip when the phase jump occurs. This is less

stringent than previously imposed by data demodulation performance,
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To test this rough analysis, a éomputer simulation was performed
where a phase jump is applied to a second-order Costas loop with the typical
parameters described above for rate -1/2 error correction coding. The jump
was applied after the loop had been driven by noise for an interval 2B_1 . A cycle
slip was declared if the phase crror reached 90° within E*}B;J1 after théJjump accurred.
Ten trials were taken for each value of phase jump. A slip was not observed until
the phase jump = 46° . This is in good agreement with the rough analysis above., As
a further test, a periodically occurring phase jump was applied to a second-order -
Costas loop, and the mean time to a phase slip Tslip was measured as a function of
the magnitude of the phase jump. The repelition rate of the phase jumps .was set
at BL/G. 4, as a typical design. The loop signal-to-noise ratio was set .50 that
BL TSl 1p:—~ 100 without Gi;he phase jumps. It was found that -Tslip was not sign-
ificantly reduced until “jump = 40 , again in good agreement with the rough analysis,

Let us now consider the magnitude of the sidebands due to the phase
sariation. A sinusoidal variation with a peak-to-peak magnitudeA ¢ produces
first-order sidebands with amplitude Jl(Aco /2). TFor a pointing error of 3° s

A = 209, and the first-order sidebands are 21 dB down. For the postulated
design parameters, the Costas loop is perhaps 6 dB above its tracking threshold*;
hence, there is no possibility of falsely acquiring a sideband of this magnitude,
There would be a problem if the Costas loop were made to have a bandwidth
consgiderably smaller than 53 Hz.

2.1,5.4.3 CONCLTSIONS

Taking the SMS antenna is a representative design for an S-band
multiple-access user, the effect of sudden antenna switching to el‘ectroniéally
de-spin the antenna pattern appears to be of minor concern unless there is a
large pointing error, A pointing error of +3° is tolerable without significant
performance penalty (degradation less than 0.5 dB) to a biphase modulated data
transmission system with Costas loop phase tracking.

R
Note, a Costas loop has a 6 dB poorer tracking threshold than a conventicnal
phase lock loop, for the same By . Thus, a threshold of /N = 3 dB for a
conventional loop corresponds t0'S/N = 9 dB in a Costas loop.
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2.1.6 RECOMMENDED WAVEFORM PARAMETERS FOR MULTIPLE ACCESS
SYSTEM WITH STEERED TRANSMIT BEAM

The current TDRSS design concept calls for a transmit beam to he
steered from the TDRS to the user on the forward link of the multiple access system.
Thus, only one user can be commanded at a time, and reacquisition of the user
receiver is necessary prior to each command. During the time that the forward
link is established to a user along with the return link, two-way range and range
rate measurements may be taken. One-way range rate measurements can be
made when only the return link is established. The operational value of one-way
range rate for tracking and orbit determination is dependent on the accuracy

(particularly short term) of the user's reference oscillator,

The main advantage of the steered transmit beam is to increase EIRP
50 as to enable a higher data rate to a user with a poor receiving antenna. The
objective is to be able to work with a user antenna gain as low as Gu = -6 dB. The
ohvious disadvantage of this concept is the greater TDRS complexity, since multiple
transmitting antenna elements and a method of phase shifting to steer the beam
must be provided. Also, there is time lost in reacquisition of the forward link prior

to transmission of a command to the user.

Since the multiple access users do not continuously track the forward
link signal with this steered transmit beam concept (in contrast to the fixed field
of view concept), the possibility is brought in of aiding the sync acquisition process
by taking advantage of a priori knowledge of range and range rate to the user. In
particular, the range rate uncertainty after a priori information is introduced is
small enough to simplify the user transponder by eliminating necessity for a Doppler

procegsor in the spread spectrum receiver to cover the full Doppler uncertainty of

an orbiting vehicle,

The basic ground rule is assumed that multipath should be discrimi-
nated for any possible delay relative to the direct signal. TFor a user altitude of
2,000 Km, this maximum delay is 13 milliseconds. Although the multipath at
S-band is predominately diffuse, it would appear as narrowbard noise without
diserimination by the correlation detection process in the spread spectrum receiver

if the delay exactly equals a period of a repetitive signal. The multipath can
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approach the strength of the direct signal, and conceivably may be received by the
user even stronger than the direct signal if the user antenna pattern happens to favor

the multipath direction of arrival.

A goal for two-way ranging is to have an ambiguity not less than
10,000 Km. This implies a repetition period of at least 66.7 milliseconds in the
spread spectrum modulation utilized to make the range measurement, or, alterna-

tively, a scheme for resolving the ambiguity by means of the data modulation,

2.1.6.1 Design of Forward Link Signal

On the forward link, the multiple access requirement is to accemmodate
at most two signals, one from each TDRS. The power ratio will be close to 0 dB.
Also, the power variation at the user receiver will be relatively small, primarily
due to variation of the receive antenna gain with vehicle orientation. We wish to
discriminate against multipath by having the signal period exceed the maximum
multipath delay. At the same time, we desire to use the maximum available band-
width, the objective being to optimize the range measurement accuracy if this does

not conflict with other requirements,

Suppose that we employ a periodic PN code with the chip rate set at
3 Mbps, where a channel bandwidth of 4.5 MHz is suggested to essentially eliminate
PN loss* when stagpered quadriphase (SQPN) is used. The PN code period must
then be at least 39,000 chips to meet the objective of diseriminating against multi-
path up to the maximum delay. An acceptable acquisition time cannot be realized for

this relatively long code period.

A solution to this problem lies in the use of a sync preamble which is
easily acquired while still providing multipath discrimination. The steered transmit
beam concept, moreover, is compatible with such a preamble, since only the intended
user receiver needs the signal. One preamble approach is described in para. 2.1.3.1.

Here, the preamble has a frequency hopping structure with a period exceeding the

*The SQ PN waveform at 3 Mbps is filtered to 4.5 MHz bandwidih and hard-limited,
If the receiver has 4.5 MHz bandwidth and negligible phase distortion, the PN loss
is 0.1 dB, according to Figure 2-7 of Section 2.1.1. 2,
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multipath delay and also satisfying the ranging ambiguity goal., A second preamble
approach is based on a short PN code as described in paragraph 2.1.3.3, where a
sub-code (a form of data modulation) is introduced to achieve an overall long period
for resolving the ranging ambiguity. With either preamble approach, the transmitter
switches to a nonrepetitive PN code (or one with a period exceeding 66.7 milliseconds
as set by the ranging ambiguity goal) after the preamble has been transmitted for a

sufficiently long interval that the user receiver will have acquired.

The frequency hopping preamble approach with an implementation based
on staggered quadriphase appears to be simple and straightforward, while guaran-
teeing protection against long multipath delays, It is therefore recommended for the
forward link design. Somewhat modifying the parameters previously described we

suggest for the preamble

Hopping rate 3 kHz

Frequency spacing 12 kHz

Code period

I}

256 hops = 85.3 milliseconds

Bandwidth 3.072 MHz (equals chip rate* of SQPN)

The code period exceeds twice the maximum mulitpath delay. The range ambiguity
is 12,800 Km, which exceeds the goal of 10,000 Km.

After the preamble has been transmitted, the forward link signal is
switched to SQPN with a code period of 85. 3 milliseconds and a PN chip rate of

3.072 Mbps. The code period is 218 = 262144 chips, which is a maximal length
extended by one chip.

The acquisition procedure on the forward link is as follows:
1. Direct a transmit beam from TDRS to user.

2. Insertuser address, selecting the preamble hopping code and
the subsequent PN code to be transmitted.

*
The precise chip rate is still to be selected, and will be dependent on a detailed
design study of frequency synthesis and intermodulation considerations, but is

suggested to be nominally 3 Mbps. The ground system reference standard
is 5 MHz,
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3. Insert a priori range rate information (see discussion subsequently)

into the transmitter.

4, Wait a sufficient time for acquisition of the preamble to be

completed by the user receiver.

5. Switch to long period PN code and wait for receiver acquisition
again. (Possibly, indication of PN acquisition is transmitted
bhack on the return link.)

6. Define data bit timing.

2.1.6.2- Acquisition Time on Forward Link

We now estimate the acquisition time on the forward link. To begin,
assume Gu ='»3 dB, Then, the received S/NO including 1'dB transponder loss, is
approximately 36 dB-Hz, for a TDRS EIRP of 34.9 dBw (this includes 10 dB additional
gain from the directed transmit beam). If the receiver covers the full Doppler
of + 55 kHz with a coherent processing by a Doppler processor extended over one
frequency hop interval of 333 microseconds, Figure 10 of Appendix HOI shows that
the search rate for probability of detection = , 8 is approximately 63 chips/sec,
based on E/N0 = 18 dB. Since the preamble has 256 chips (chip is here a frequency
hopped pulse), this. acquisition step takes 4 seconds., Note that Eb/No = E/NO -
16.7dB = 1.3 dB, which is realized with the 3 Khps hopping rate and S/N0 = 36 dB-Hz.

, 1G =-6 dB, the acquisition time for this step would be, at most,
quadrupled to about 16 seconds. Also, note that Doppler on the chip rate of 3 Khps
is not a problem, since the worst Doppler causes an offset of only .08 chip/sec,
far less than the search rate. In contrast, if the preamble were PN at a chip rate
of 3 Mbps, the Doppler on the chip rate could be 78 chips/sec, exceeding the search

rate, and such a preamble would not be satisfactory.

We can improve the acquisition performance by taking advantage of a
priori information of range rate to reduce the Doppler uncertainty. A ground rule
is that the range rate uncertainty is +100 m/sec, corresponding to +700 Hz Doppler
uncertainty at S-band. Still letting the coherent integration extend over 333 micro-
seconds, the degradation at 700 Hz offset is 0.8 dB according to {(2) of Appendix IIL
For probability of detection = .8, Figure 5 of Appendix III shows that with G =-4dB,
or S/No = 35 dB~-Hz, the search rate is 160 chips/sec, based on E/N0 =12.2dB+0,8
dB. With a period of 256 chips, this acquisition step takes 1.5 seconds. Note from
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the referenced figure that Eb/No =0 dB at this design point, and this is approxi-

ma tely the case for the present parameters (Eb/No in 333 microseconds = 0,3 dB

at 8/No =35 dB-Hz). For G, = -6 dB, or 8/N, = 33 dB-Hz, the acquisition time
for this step is increased, at most, to approximately 4 seconds. Thus, very
acceptable acquisition performance is achieved when a priori range rate information
is inserted in the ground transmitter. Also, a short PN code preamble now could
be used, since the code Doppler uncertainty is 1 chip/sec. Note that a correction
to the two-way range rate measurement will be necessary as a consequence of the

offset transmit frequency.

The above computation does not take into consideration any loss in
E/N, associated with the digital implementation of frequency hopping as an approx-
imation by phase stepping. The maximum loss is 3 dB for 90° steps and 0.7 dB
with 45° steps. Implementation is somewhat more complex with 45° steps, requiring
an § step IPM which can offset frequency by + 1.5 MHz.

When acquisition is detected with the frequency hop preamble, the
time uncertainty is then approximately the width of the hopping pulse, or 333 micro~
seconds. This corresponds to 1,000 PN chips of uncertainty in the PN code
following the preamble. At Gu = -4 dB, the search rate is still 160 chips/sec, so
that acquisition ofthe PN code requires 6 seconds additional time, and this becomes,
at most, 15 seconds at G, = -6 dB. The total acquisition time is thus about 8 seconds
at Gy = -4 dB, and would be, at most, 13 seconds at G, = -6 dB.

The last step of acquisition is to define the data bit timing, If the
data is synchronous with the PN code, the data clock can be derived as a countdown
from the PN code rate. Data modulation is applied as NRZ differential biphase, and
the receiver has a Costas loop for carrier tracking. This approach would allow
asynchronous data to be accepted by the ground transmitter by reclocking the
asynchronous bits in a first in, first out (FIFO) buffer. The typical situation is
that the data clock is nominally correct, which implies a maximum offset of
2.6x 10"5 when the transmitter inserts the estimate of Doppler. At a data rate
of 1,000 bps, there could develop a shift of one bit after 38 seconds. Thus, the
FIFO buffer for reclocking asynchronous command data need not have a very large
capability, It may be pointed out that this approach has been successfully implemented
in the AN/USC-28 satellite communications modem to accept asynchronous teletype
and relock it into synchronous data at 75 bps.
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An alternative is to transmit asynchronous data without maintaining
any coherence with the PN code rate. This is feasible when the processing gain is
not too small (say at least 20 dB) and entails in the transmitter simply reclocking
the data bit edges to coincide with possible PN code transitions. In the receiver,
however, there now is additional complexity of a data bit synchronizer. Also, there
is a requirement for the data to be sufficiently random that the bit timing can be

established uniquely*.

2.1.6.3 Design of Multiple Access Return Link Signal

Although a frequency hopping modulation scheme potentially would
facilitate coexistence of a high data rate user with a low data rate user on the
multiple access return link, the advantage in practice over PN was shown in
paragraph 2.1.5.3 to be rather small. Furthermore, use of PN guarantees that
error correction coding will produce the anticipated coding gain computed for a |
coherent PSK channel with Gaussian noise interference. Thus, for the return link,
we recommend a SQPN modulation with a PN chip rate = 3,072 Mbps and a code

period of 218 chips, or 85.3 milliseconds, identical with that on the forward link.

After the forward link is established, the user is commanded to
interrupt the one-way mode and start transmitting on the refurn link in a tarnaround
transponding mode. Now, a priori range and range rate i_nformation is inserted |
into the ground receiver, where the uncertainties are +50 Km and +100 m/sec,
respectively. Thus, the range uncertainty at the ground receiver, after coherent
turnaround in the transponder, is 2050 PN chips, and the Doppler uncertainty is
+1400 Hz. I the minimum user EIRP is 7 dBw (10 watts with antenna gain of -3 dB),
the received S/Ng into a directed receive beam is 34.6 dBw with typical multiple
access interference. For a probability of detection of 0.8, the search rate (based
on E/N, = 13 dB) is 140 PN chips/sec, and the acquisition time to search the range

uncertainty is about 15 seconds at the minimum user EIRP.

After acquisition in the ground receiver has been accomplished, the
user can be commanded transmit data asynchronously to the PN code clock,
although it would appear feasible in many user satellites to supply clock from the

transponder to the data source so that data is returned synchronously. Of course,

. _ ‘
There may not be enough transitions with NRZ data. Manchester is a technique
to insure one transition per data bit; however, then an ambiguity could exist.
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accommodating data asynchronously provides maximum system flexibility, and
imposing a need for a bit synchronizer in the ground receiver is not of much
concern, except that bit tracking with error correction coding and low Eb/NO is
more difficult, It should be noted that the coherent FH scheme would demand

the data be synchronous with the hopping rate.

With PN multiple access, the interference due to other users within
the same beam is additive to the receiver thermal noise. Although the interference
effect varies somewhat with relative chip phasing, we simply take the good approx-
imation here for performance computations that the interference power is spread
uniformly to a 3 MHz bandwidth, To estimate the tolerable interference within
the beam, we assume the typical range to the interfering users is about 23,000
miles, for which the free space logs is 191 dB. Taking the gain of the receive beam

as 28 dB, the power density in the receiver for 3 MHz bandwidth is
Interference power density = EIRP]Int - 191dB + 28 dB - 10 log 10 (8 x 106)
= EIRP| , - 228 dBw/Hz (2-32)

The Nasa link budget allows for a multiple access degradation by 1.2 dB and a TDRS
transponder loss of 2 dB (which is presumed to be an increase in noise level due to
a finite signal-to-noise ratio on the TDRS to ground link). Since the receiver noise
temperature is 824°K, the total noise in the ground receiver is found by combining

the three contributicns:

Receiver thermal noise =-199.4 dBw/Hz (Tg = 824°K)

TDRS-to-ground nose = -200.6 dBw/Hz

MA interference noise EITRP]Int -228 dBw/Hz (2-33)

The multiple access degradation is the increase in total noise level when interfering
users are present, and this is plotted in Figure 2-20, The total data rate on the
interfering users falling within the beam is shown in Figure 2-21 (taken from NASA
Goddard Definition Phase Study Report) as a function of total interfering EIRP.
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2.1.6.4 Distribution of Myltiple Access Interference

To obtain a feel for the likelihood that a multiple access user will
experience excessive interference from other users within the same beam, we
postulate a distribution of user data rates*. This distribution is given in Table 2-1.

Table 2-1. Postulated Distribution of User Data Rates

Data Rate (Kbps)

| -~
: 3

0-5 5-10 10-15 : 15-20 | 20-25 | 25-30 230-35 L
i
2

No. of Users 4 2 2 2 2 3 L

EIRP/User (dBw}) 13.6 | 18.5 | 20.6 | 22.0 | 23.1 | 24.0 L24.7?34.c

The table supposes each user has the EIRP specified by Figure 2-21 for the data

rate at the midpoint of its range, and all users except the 100 Kbps users employ
rate -1/2 error correction coding. We assume that a user causes no interference
unless it falls within the beam directed toward the desired user so that the AGIPA
system cannot form a null. The probability of this is assumed to be ,032. (This
presumes a gain of 15 dB for the directed beamover that for a single antenna element
covering the same total field of view, and ignores orbital distributions and eclipse

effects.)

As a simple calculation to begin with (and also a lower bound}, we take
only the 100 Kbps users. Then, the probability distribution of interference power
and corresponding multiple access degradation from Figure 2-20 is shown in

Table 2-2.

Table 2-2. Distribution of MA Degradation Due to 100 Kbps Users

Cumulative Two interfering users at 100 Kbps
Probability
Distribution EIRP MA Degradation
001 37.8 dBw 8dB
. 063 34.8 5.3
. 937 Negligible 0

=kVer'b::tl information from NASA Goddard.
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Figure 2-22, Distribution of Interference

Next, considering all users listed in Table 2-1, we obtain * the distribution of
total power and multiple access degradation given in Figure 2-22. Note that the

tail of the distribution is due almost entirely to the existence of two high-EIRP users.

*
This distribution was obtained by a Monte Carlo simulation to approximately

measure the distribution of total interference power, quantized into increments,
for the postulated statistical model.
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For a comparison, let us now assume the two highest data rate users
are at 50 Kbps data rate with error correction so that their EIRP is 26.6 dBw,
while the lower rate users are as in Table 2-1, The resulting distribution of power

and MA degradation is shown in Figure 2-23.

2.1.6.5 An Alternative to Interrupting the Return Link to Switch to Coherent

Turnaround Transponding

With the system concept described above, the return link must be
interrupted whenever two-way range and range rate measurements are lo be made.
The reason for this is to enable the user transponder to switch into a coherent
turnaround mode while the forward link is established to that user. Then, the two-
way range and range rate measurements are made on the ground by comparing
receive and transmit phase (PN code phase for range, carrier phase for counting
Doppler ecycles). This interruption may not pose any operational difficulty to a
typical user with a memory to store the return data during the short interruption

while the return link resynchronizes.

A user who cannot tolerate interruption of the return link has an
alternative, which is now described. Basically, the measurements are made in
the user and transmitted as data to the ground. If range is measured wilth a
resolution of 1/128 chip, a total of 25 bits suffices for the full éode period.
Similarly, if Doppler is measured to a resolutipn of 1/128 cycle over one second
averaging, 24 bits suffices for Doppler of + 65 kHz. Therefore, a data rate of

ohe per second,

With this alternaté scheme, the user continually transmits on the
return link with a fixed frequency from its internal oscillator, and the ground
receiver continually makes a ohe—way measurement of range rate. The ground
equipment also operates as a coherent turnaround transpbnder to transmit on the
forward link to the user. The user tracks code and carrier phase of the forward
link signal. Thus the user can make ils own two-way range measurement by
comparing receive and transmit 'codé phases, and a range rate measurement by

comparing rcceive and transmit carrier phases to count Doppler cycles.
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The data describing these measurements simply are the contents of
counters which store the phase differences and are read out periodically (say once
per second)., This implementation is particularly straightforward if the user

receiver tracks by digital phase shifting (see Section 2. 1. 1. 6).
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The range and range rate measurement data can be time division
multiplexed with the user's telemetry data by a technique which has previously
been implemented in Ispread spectrum modems to multiplex an order wire capability
with a data channel. Essentially, a fraction of the PN cbde bits are designated to
convey the order-wire data, and the receiver has an extra correlation channel to
demodulate this order-wire data. It should be noted that this concept has the dis-
advantage that the accuracy of the measurements is dépend ent on the stability of
the user's oscillator, and this is poor compared with the ground station standard.
Also, the data rate becomes rather high (500 bps) for the multiple access system

if measurements are required at a rate as high as ten per second,

Based on the comments from potential NASA users of TDRS, there
appears to be no inherent objection to interrupting the return link so as to switch
into two~-way coherent transponding on the multiple'access system., Thus, the
concept of a user satellite making its own range and range rate measurement.é is
not further recommended for application to the multiple access system. Use of
an order wire for status data is still plausible; however, in general, the user's
telemetry system can make status bits available (e.g., to indicate forward link

acquisition).

2.1.6.6 Functional Description of Multiple Access Modulation Equipment

This section presents functional block diagrams of the modulation
equipment for the multiple access system, In Figure 2-24, we start with the receiver
partion of the user transponder since it contains all the hasic implementation elements.
All frequencies are synthesized from a fixed reference oscillator so as to imple~
ment cocherent turnaround in the two-way mode of operation. The receiver does not
have a VCO; instead, there is digital tracking via IPMs. Thus, the switch from

one-way operation to two-way operation is entirely digital.

When synchronized, the receiver correlates with a replica of the PN
code of period 218 chips at 3.07 Mbps, and tracks carrier phase by a Costas loop
configuration. The error signal is filtered to give a third-order transfe: function
with a loop noise bandwidth (one-sided) around 5 Hz, and the carrier phase tracking
is done by controlling {or stepping) the carrier IPM. The IPM resolution is set by

the requisite tracking accuracy; for example, a 64-step IPM produces a lower bound

2-T71



on rms phase error of , 0045 cycle (1.60) due to quantization., The receiver tracks
code phase by a "dither" early-late delay-lock loop, which compares (by alternately
switching back and forth) correlation for early and late versions of the PN cade,

The error signal is filtered to give the desired transfer function(typically second
order), and the code phase tracking is done by controlling the code IPM, The code
IPM has the requisite quantiéation; e.g., 64 steps yields a lower bound in rms error
of .0045 chip. Note that the clock is corrected for Doppler by scaling from the
carrier IPM. This removes Doppler from the code tracking loop, which then can

be made guite narrow band (say 0.1 Hz) to enable accurate range measurement.

For initial FH synchronization (mode 1), the PN code is removed and
a frequency hopping sequence with a period of 28 hops is generated at 3 Khps. The
rate multiplier scheme described in Section 2. 1,1.3 is utilized to synthesize the
frequencies by approximating them with 90° phase steps via the SQ PN modulator,
(An 8 step IPM can also be implemented easily to obtain the improved performance
with 45° phase steps.) The hopping clock is derived by counting down from the PN
clock, and the search is done in half chip steps (167 microsecond steps) hy inhibiting
the countdown, Correlation is detected by a sequential detection process which
recognizes a build-up of amplitude at the output of a 3 kHz bandpass filter {integrate-
and-dump filter was described in Appendix ITI}, The recciver then switches to PN
synchronization (mode 2). The PN code generatoy is set to the phase indicated by
the T'H sequence position at which sync was detected in model, and a fine search is
now implemented by controlling the clock IPM. Again, a build-up of amplitude is to
be detected in the bandpass filter, At this point, the code and carrier tracking loops
are operative*. TFinal sync detection is recognized by the action of carrier acquisi-
tion, which is indicated when 1:2 - Qz exceeds a threshold, AGC action sets all
thresholds. Then, data ¢an be demodulated with the synchronous timing derived
from the PN clock by countdown. Some error correction coding could be used on

the forward link if desired, although none as shown in Figure 2-24.

*
The frequency error presented to the Costas carrier tracking loop is large relative
to the loop bandwidth. It may he reduced by a frequency discriminator (a digital
implementation counts phase crossings) to estimate frequency, or alternatively, a
{frequency sweep may be implemented in the loop for frequency acquisition.
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Figure 2-25 shows the transmitter portion of the user transponder,
The frequency synthesizer is, of course, shared with the receiver portion, and the
requirement for coherent transponding is that all frequencies be generated from a
single oscillator. Since carrier tracking is done digitally in the receiver, the trans-
mitter is offset by the receive Doppler also digitally with scaling by 240/221. The
transmit PN code is generated in phase with the receiver code; here, there .is no

scaling required to turnaround the reccive code Doppler.

The data is differentially encoded and then error correction encoded.
The data clock can be asynchronous to the PN clock, in which case the data transitions

are simply reclocked to coincide with the closest possible PN code transition.

Because of the essential similarities to the user equipment, we do not
show separate block diagrams of the ground transmitter and receiver. Both require
Doppler offsetting of ¢ arrier and code to facilitate acquisition, as discussed previously.
The digital number commanding the offset is input to a rate multiplier, the output of
which drives the carrier IPM to produce the Doppler on the carrier. The code IPM
is similarly driven with a scaled version to produce the Doppler offset on the code.

The command is updated as required while a search for acquisition is being

conducted*.

2.1,6.7 Range and Range Rate Measurement Accuracy

As given in paragraph 2. 1,4, the range measurement accuracy for a

dither-type, noncoherent delay-lock loop tracking a PN signal is described by its

(code)
2 NOBL [1+ 2NOBIF ]

S

variance

(2-34)

where BIF is the bandwidth prior to envelope detection. With biphase data, a
-1

matched integrate-and-dump filter sets BIF = Tb . On the forward link,

S/N_ = 33 dB~Hz for a user antenna gain G, = ~6 dB; heuce, for a data rate of

100 bps, B&dee) = 0.1 Hz, and 3.07 Mbps chip rate,
T pange = 0,72 meters
8 forward
linlk

*The range rate of an orbiting user cannot change by more than 10 m/sec; hence, the

range rate estimate need be changed only every few seconds, since the uncertainty
is +100 m/sec.
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The minimum S/Ng on the return link is aboul the same; however, with coding, the
data rate can be 300 bps, or 600 symbols/sec, and B = 600 Hz. TFor B(}:}ode) _
0.1 Hz and chip rate = 3,07 MHz,

return
link

-
C"rangej = 0.87 melers

Since the errors on the two links are independent, the resulting two-way range

measurement error is obtained by combining the one-way crrors rms and dividing

by twos thu ,

o = (.57 meters
range]

two-wiuy
This applies at minimum power levels, and implies a tracking accuracy better than

.01 chip, which has been realized in prior practical implementations, such as the

MX-450 satellite navigation receiver.

Also as given in paragraph 2, 1.4, the Costas tracking loop in the

receiver can measure carrier phase with a variance

) NOBg)arrier)
0 ad = . [1+ NOBIF/ZS] (2-35)
(carrier) _

At minimum S/N0 = 33 dB-Hz on the forward link with B

BIF = 100 Hz matched to the data rate, we obtain

5 Hz and

L

forward

”phase] i =.,008 cycle
link

On the return link with S/N_ = 33 dB-Hz, a data rate of 300 bps with coding so that

By, = 600 Hz, and B{HT) 50 pp,
=,017 cycle
0— " &)
phdsil refurn
link
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Since the phase tracking errors are independent and n Doppler measurement is made
* by taking the increment of carrier phase over the specified averaging time, the
resultant two-way Doppler measurement accuracy is

=0.17 cm/sec; 1 second averaging

a
range rate] two-way

= 0,017 cm/sec;. 10 second averaging

Similar calculations can be made for a one-way measurement; however, now there
is a bias due to user frequency error. Phase measurements made one second or
more apart are presumed statistically ind‘e'pende.nt'. This accuracy is dependent on
having a tracking error increment not éxceediﬁg 0.1 radian (60),' which is within
practical implementation feasibilii:y‘ Although the accu racy t heoretically improves
with higher S/No values, the above values are felt to represent practically achievabl

performance.

2.1.6.8 Code Generation

The 18-stage PN code generator can generate 7776 different maximals,
and a different maximal would be assigned to each user. Further compmter study is
necessary to demonstrate that the cross-correlation properties are adequate even
when the maximal period is augmented by one chip*. The concern is the possible
existence of a cross-correlation value which could cause a false acquisition or
interfere with data transmission after a correct acquisition. In this regard, use of
a 17-stage generator would be preferable, since 217 - 1 i3 prime and therefore the
cross—correlation peaks tend not to be as large. There are 7710 maximals from a

17-stage generator,

The frequency hopping preamble of 256 chips is needed onljr on the
forward link where only one user is addressed from each TDRS at a time, Again,
further computer study is needed to demonstrate the existence of a sufficient number
of different FH codes. Techniques for generating a code family are described in
paragraph 2,1.7. One such is to employ an 8-stage maximal generator with period
augmented by one chip, letting the 8-bit number in the register after each clock
define the frequency. Different codes are obtained by adding a fixed 8-hit number,
the code address, bit by bit modulo-2,

*Adding an extra zero to the string of n - 1 zeros is suggested for an n-stage
maximal code generator.
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2,1.6.9 Conclusions

A design concept has been established for the multiple access system
concept with a steered transmit beam from TDRS to user and multiple receive beams
from user to TDRS. A summary is given in Table 2-3, Performance objectives for
the system can be met. The spread spectrum modulation is SQPN with a period long
enough to diseriminate against multipath and satisfy the ranging ambiguily goal, To
aid sync acquisition on the forward link, a frequency hopped preamble is employed,
with implementation as digital phase stepping by 90° steps similar to SQPN or,
better, with 45° steps by an IPM. A Doppler processor caa be provided in the user
receiver to cover the total Doppler uncertainty, or, alternatively, the ground trans-
mitter can be offset by the Doppler corresponding to the estimate of range rate. Both

Doppler and range estimates are inserted into the ground receiver to aid ascquisition.

Operationally, an indication that forward link acquisition has been
accomplished is desired on the return link, when that is already established in a
one-way mode. If the user already incorporates a data multiplexer, one channel
can be reserved for this purpose. Alternatively, an order-wire implementation by
TDM at the PN chip rate can provide this independent low data rate channel on the
return link. Then, the ground transmitter could send the FH preamble until the
user indicates acquisition of the preamble in mode 1 and switches to the PN code in
mode 2, The ground transmitter then also switches to PN and waits for acquisition
of the PN to be indicated on the return link. Commands to the user, such as to switch
to coherent turnaround transponding, can then be transmitted, Since the round trip
propagation delay is 0.5 second, waiting for an indication of acquisition does not

materially affect acquisition times,

2.1.7 CODE GENERATION TOR PN AND FH

This section discusses methods of generating a family of pseudorandom

codes suitable for PN or FH applications.

2,1.7.1 PN Code Generator for Code Division Multiple Access

At any one instant of time there will be no more than 20 simultaneous
multiple access (MA) users. However, since missions may extend to 5 years, it
becomes desirable to have the capability to communicate with a5 many as 100

different users but no more than 20 at any one time. Code division mulitplexing
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Table 2-3, Summury of Multipl® Access Svstem

Forward Link - Steered Transmit Beam, EIRP = 34.9 dBw

PN chip rate = 3.0 Mbps {(exact value dependent on hardware tradeoffs)
SQPN Modulation

Code period = 7218- chips

Frequency hop preamble (implemented via digital phase shifting) = 28 chips
Preamble hopping rate = 3 Khps |

Data rate = 3000/K bps (synchronous biphase differential data) down to
100 bps

Acquisition time (Gu = -6 dB); probability = 0,8
with Doppler estimate inserted into transmitter = 19 seconds

with Doppler processor in user receiver = 31 seconds

Return Link - Directed Receive Beam, Gain = 28 dB

PN chip rate = 3.0 Mbps (same as forward link)
SQPN Modulation

Code period = 218 chips

Two-way range ambiguif:y = 12, 800 Km

Data rate, asynchronous, 100 bps to 50 Kbps, rate ~1/2, constraint
length 7, nonsystematic, transparent, convolutional error correction

coding
Acquisition time (user EIRP=7 dBw); probability = 0.8 wifh range and
Doppler estimates inserted into ground receiver = 15 seconds
Two-way range error (1o) = 0.6 m
Two-way range rate error (10) = 0.2 cm/sec, 1 second average

= 0,02 cm/sec, 10 second average

One-way range rate error (10)= 0.3 cm/sec, 1 second average

= 0.03 cm/sec, 10 second average

One-way range rate bias dependent on user frequency accuracy

(10-9 error causes 30 cm/sec bias)
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has been selected for multiple access, Heuce, a large family of orthogonal PN
sequences must be selected, This memorandum describes the PN code generator

which is recommended to provide the required orthogonal PN sequences.

2,1.7.1.1 PN Code Selection

Large families of PN sequences having acceptably low cross-correlation
properties are the Gold sequences. These sequences are generated by the modulo
two addition of "'preferred' maximal linear sequences. Since a staggered quadri-
phase PN (SQPN) waveform is being proposed, two maximal code generators are
required to generate the SQPN waveform, because of the correlation properties as
discussed in Appendix VIII. Since, an 18-stage PN code generator is being
recommended for the multiple access system, there are 7776 different maximal linear
sequences which can be generated. In order lo accommodate 100 different users,
200 different sequences are required. Two sequences are needed per user, one
each being used for each of the two biphase modulated signals to be combined in
phase quadrature to generate SQPN.

Two possible design approaches are acceptable. The first approach is
the simplest, and selects a unique pair of maximal codes for each user, The number
of available maximal sequences iz much greater than required; however, there is
no control of the peak cross-correlation between the sequences. A complete listing(14)
of maximal sequences up to 19th degree and a partial 1isting(15) to 34th degree are

available.

A second approach generates the codes as a Gold code family which

is generated by a pair of maximals selected to have low cross-correlation, Such a
I . 2k+ .

pair is designated by the roots al and o 1, provide that the latter is a maximal,

The roots are given in the listing of reference 15; for example, polynominals with the

roots o 1 and a5 form a Gold pair for degree 18. These are (first listed in octal form

H

which is converted into a binary number to give the polynomal coefficients),

1000201 = x*® + x" 4 1

1002241 = x5 4 x10 4 57 4+ x5 11

14. R. W. Marsh, Table of Irreducible Polynomals over GF(2) Through
Degree 19, BP 161693, Oct 24, 1957, US Dept of Commerce.

15. Peterson and Weldon, Error-Correcting Codes, MIT Press,
2nd Edition, 1972, Appendix C.
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The exponents define the feedback taps of the code generator. There are 218
members of a Gold code family produced by 18th degree generators. The period
is 218 -1; however, we recommend augmenting the period to 218 by adding one
extra chip to each code. (The low cross—correlation property is then degraded to

some extent).

A listing of some maximal polynominals of 18th degree (in octal form)
taken from reference 15 follows:

1000047 1000333 10600621 1001023
1000077 1000347 1000743 1001141
1000115 1000355 1000751 1001165
1000173 | 1000407 1000757 1001253
1000201 1000517 1001013 1001361

2.1.7.1.2 PN Code Generator

Figure 2-26 illustrates the preferred PN code generator. Each PN
code generator consists of an 18 stage shift register generator {(SRG). Each SR is
constructed as a modular SRG or MSRG. This is as opposed to a simple shift register
generator SSRG. In the SSRG the feedback taps are modulo two added with the sum
being fed back to the last flip flop, This can result in many levels of modulo two logic
whereby feedback delays cascade. In the MSRG, a transformation of the SSRG, there

can only be at most one logic level of delay due to modulo two addition.

The configuration as shown in Figure 2-26 is programmable, The decoder
A and B select the feedback taps corresponding to the selected MA user satellite address.
The complexity associated with the ability to be programmed is present only at ground
station facilities. Code generator implementation for transponders need not be pro-

grammable and hence feedback connections are hard wired.
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Figure 2-26. Modular Shift Register Generators
Used for Generation of Staggered
Quadriphase

The epock set initializes the SR!'s an all ones vector state to start
the PN sequence generation. On the uplink, it occurs in synchronism with the
end of the frequency hopping sequence. The master clock drives one SR and its
inverse drives the other SR. The SR outputs are thus phase shifted by 180° with

respect to one another to produce staggered quadriphase PN,
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2,1.7.2 Pseudorandem Code for Frequeney Hopping

A repetitive short code for frequency hopping has similar requirements
as one for PN, Specifically, the correlation function, appropriately defined, must be
essentially zero except at the desired peak, For multiple access, a set of codes with

cross—correlation functions that are essentially zero is needed.

The basic auto- or cross-correlation function for frequency hopping may
be defined as the number of matching frequencies over the period of the code, That
'is, the product correlation process subtracts frequency values, and the sync detector
looks for the number of zeros differences which occur. However, because of Doppler
shilt on the received frequency, we must extend the definition to look also for multiple
occurrences of non-zero frequency differences wihtin a code period, up to the maximum

possible Doppler offset,
2.1.7.2.1 Use of Maximal Generator

One method of generating a frequency hopping code is by a maximal
linear binary sequence generator of n stages. This produces a sequence of N = 2" -
1 distinct n-bit numbers. For instance, n = 3 yields Figure 2-27 and the sequence

of period N=7

1425673

where 0 cannot occur, Figure2-28a presents the autocorrelation function of this code,
cgefined as the number of occurrences of each possible frequency difference, In the
absence of Doppler shift, the code would be ideal; however, allowing Doppler, the

peak to maximum side lobe ratio is seen to be 7/3, a relatively poor ratio.

For n = 7 yielding a period of 127, a computer analysis of the auto-
correlation function for the sequence produced by the maximal polynomial x7 +x3 +1
showed the ratio to be 127 /8, so that longer period codes tend to be reasonably
satisfactory. It may be noted that 2™ different sequences of period 2" -1 are
obtained by modulo 2 adding, bit by bit, any fixed n-bit number to the contents of
the n-stage maximal generator, In fact, the resul£ is a Reed-Solomon code of
period N on an alphabet of size N+ 1 = 2", The code has distance N - 1, which

unfortunately tells nothing about the efiect of Doppler shift,
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2,1.7.2.2 Generalion by Primitive Root

There is n simple technique for generating a single code with the
desired autocorrelation function for frequency hopping even after a Doppler shift.
This can be done for any period N = p-1, where p is a prime number. The
technique is based on the existence of a primitive root g such that the sequence gi
forms N distinct numbers modulo p. (This technicque is similar to that used to
generate random number sequences on a digital computer,) The sequence of
frequencies ic

.= ¢ modulo p (2-36)

with period N =p - 1. The desired autocorrelation property follows by taking

the frequency difference for a shift v,

£, _-f = gi+T—gl modulo p

g (g'-1) modulo p (2-37)

Thus, the sequence of frequency differences consists of distinct values

unless T= 0, corresponding to the autocorrelation peak.

As an example, let p= 7 to generate a sequence of period 6. A

primitive root is 3; hence, the sequence is

132645

Figure 2-28b gives the autocorrelation for frequency hopping, and this is the
best possible.

As one special case, 257 = 28 + 1 is prime, so that the primitive
root technique generates a frequency hopping sequence of period 256 = 28. Similarly,

17 = 24 + 1 is prime,

A small set of frequency hopping codes for multiple access can be
generated by setting

f(im) = gi + m® modulo p (2-38)
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Figure 2-27, Frequency Hopping Sequence Generator
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Figure 2-28, Autocorrelation Function for
Frequency Hopping
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where Aexceeds the Doppler uncertainty expressed as number of frequency

channels and 0 < ma < p, Now

fg)-r" f_ES) = gi (g7 - 1) + (r - 8) Amodulo p (2-39)

and if T # 0, the sequence of differences are all different values. If =0, the

differences are all equivalent to (r - s)A ; hence, exceed the maximum Doppler offset.

2.1.7.2.3 FH Code Family Based on Primitive Roots

As described above an FH code of period 256 can be generated by a

primitive root g for the prime number 257, The sequence is
E = g', mod 257 (2-40)

and all numbers from 1 to 256 are included in the period, All primitive roots are

of the form Bk, where k is relatively prime to 258.

Now suppose we generate two different sequences using different

primitive roots, as

i
ai = ga, maod 257
i
bi = 8y mod 257 (2-41)

and define a code family by

() _ 5 -
£ = a; bi+n' mod 256 (2-42)

The mod 256 means to add 256 if the difference is less than 1; hence, the result lies

in the range 1 to 256 and has period 256. There are 256 distinct codes in the family.

The cross-correlation of two members of the family is obtained from

the frequency differenc

(n} _dm)_ - _ -
e =8 Py~ 8 Py (2-43)

understanding that 256 may have to be added oy subtracted from (2-43).
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Substituting (2-41) and rearranging

(my _m) _ i _itn _ _I+T _i+T +m
B 7hier TBy T8, T8 By

i oy - i+n _ J7tm-n)

_ite i+p
By, By
T £ 0, mod 256
= - b M + - -
ita " Bup3TED n#0, mod 256  (2-44)

where aand @ are integers and mod 257 is implicit in the powers. This result is
obtained because multiplying g1 by an integer is equivalent to shifting i. If

T+m-n=0, mod 256, we have

g

{n) m) _ i+¢@
B “f(i+n-m_ a (2-45)

If T=0, mod 256, we have

fgn) B fgm) - "g;:rﬁ (2-46)
The value of T leading to (2-45) or {2-46) are seen to yield a correlation value of
unity, since there are 256 different frequencies differences in the period, according
to the property of a primitive root. All other values of Tlead to the general form of
(2~-44), regardless of the particular pair of codes being correlated. Note that (2-44)
actually represents the code sequences of the family.

The peak auto- or cross-correlation was computed numerically for
the code family of period 256 generated by By~ 3 and By, = 27. The two sequences a,
and bi’ defined in (2-41), were generated, and each member of the code family was
generated in succession according to (2-42). For each member, the maximum number
of oceurrences of any one frequency was noted, and the maximum over the code

family was read out. The result was
peak correlation value =6 (2-4T7)
Next, only the frequencies corresponding to differences close to zero were counted

(the values 1 to 9 and 246 to 256). Now, the result was
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) , = 4 (2-48)
peal correlation value e )
within Doppler

uncertainty

of +9 frequencies

It should be remembered that {(2-47) and (2-48) actually are upper bounds for the

reason that the frequency differences have been taken modulo 256.
2.1.7.7.4 Conclusions

For the periot 256, the primitive root technique erables a code family
of 256 codes to be generated such that the pealk auto- or cross-correlation value is
at most 6. (This is the number of occurrences of any one f{requency difference.)
For frequency differences within the Doppler uncertainty (+2 lines means +108 kHz
for a spacing of 12 kHz as described in paragraph 2. 1.5, the peak correlation value
is 4, This appears to be a very satisfactory design with respect to TDRSS user

addressing by a unique codc,

It is interesting to note the similarity between the technique (2-42) for

generating the I'H code family and that for generaling a Gold PN code family.

Unfortunately, the primitive root technique can be applied only to

periods of the form p - 1, where p is a prime,

2,1.8 FURTHER ANALYSIS OF TWO-STEP ACQUISITION (WITH FH
PREAMBLE) ON FORWARD LINK

The recommended design for the multiple access forward link, and
also for the S=band single access forward link, utilizes a Frequency hop preamble
to enable fast acquisition of a pseudonoise signal. The FH preamble is transmitted
only for the duration necessary for the first step of receiver acquisition; a second
step is then needed to acquire the PN signal which immediately follows the preamble.
The time uncertainty remaining after FH acquisition determines the search aperture
for PN acquisition. Since this time uncertainty equals the width of a frequency
hopped pulse, the number of PN chips to be searched in the second step equals the
ratio of the spread bandwidth to the hopping rate, In thc recommended design, the
FH signal and the PN signal have the same period in milliseconds, so thal the |
number of PN chips (o be searched in the second step of acquisition can also be

expressed as the ratio of the periods in chips.
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The acquisition performance caleulations made in paragraph 2. 1.6. 2
set the probability of detection equal to . 9 for both acquisition steps; hence,
the overall probability is 0. 81 at the designated signal-to-noise ratio. A further
discussion of the operational consequences is appropriate, and procedures to

imprové acquisition reliability are described.

2.1,8.1 Forward Link Acquisition Procedure With Preamble

Operationally, a user would like to transmit the FH preamble on the
forward link only until the transponder receiver acquires the signal on the first
step of serial search for synchronization. If the return link of the multiple access
system is already established, receiver acquisition can be scnt back as a status
word, and the switch to PN transmission is then made. For initial acquisition
(also, for single acces‘s acquisition), the return link does not exist, and the user
has no way bf knowing when receiver acquisition of the preamble occurs. Then, he
must transmit the preamble for a predetermined interval which suffices for a high

probability of first step acquisition to the FH preamble.

With a serial search, each complete pass through the code period
gives an independent change for sync detection, Thus, if P 4 is the probability of
detection on a single pass, the probability after M passes is

(M) _ M
P, =1~ (1-Py

(2-49)
Therefore, if a search rate yields a probability of detection of 0.9 in a given time,
the probability becomes 0.99 in twice the time, 0.999 in three times the time, etc*,
The conclusion is reached that a design philosophy which allows for several passes
through the FH code period can reach a probability of detection very close to unity

on the preamble (first step of acquisition).

On the second step, or PN acquisition, a different design philosophy
can prevail. THere, the user starts transmitting PN immediatcly after terminating
the FH preamble. Assuming FH acquisition was successful, the transponder

receiver keeps searching through the remaining time uncertainty until PN acquisition

*Obviously, . user prefers to have a probability of detection of unity, but in
practice, a design value in the range 0. 9 to 0.99 is effectively unity.
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is completed. This happens sooner or later*, and the average acquisition time is
probably the most meaningful measure for this acquisition step. Presumably the
transponder would be programmed to start transmitting on the return link as soon

as forward link PN acquisition is completed**,

2.1.8.2 Design Tradeoffs on Multiple Access Forward Link

We study the forward link of the multiple access system in some
further detail, to investigate the effects of parameter changes from the design in
paragraph 2.1.6.1. That design called for a hopping rate of 3 Khps, a FH code of
256 chips (85. 3 milliseconds), and a spread bandwidth of 3,07 MHz. The code period
is set by the minimum acceptable range measurement ambiguity, currently stated by
NASA to be 10,000 Km. Acquisition time for the FH precamble is directly proportional

to the code period; however, this has no affect on acquisition time for the second step.

. The maximum mulitpath delay dictates a lower bound on code period,
and to provide protection against false acquisition to a specular multipath, the code
period should be at least twice the delay, For a user satellite at 2000 Km altitude,
this maximum delay is 13,3 milliseconds. The delay is 33.3 milliseconds for
5000 Km altitude. It is concluded that a significant reduction in acquisition time is
not attainable by reducing the preamble code period, even if the reduced range

ambiguity were accepted.

The spread bandwidth of 3 MHz is dictated by radiated flux density

requirements, and a reduction of this parameter is not tolerable.

The hopping rate of 3kHz is flexible over a modest range. We investi-
gate this tradeoff by its effect on the average time to detect sync on the FH preamble,

If the average time to search through the code period once is Ts’ the average time to
detect sync is

(av) (av) _ -
T, =T M = T (=-5+ 1/Pd) (2-50)

*Because of code Doppler, the uncertainty region grows with time. For example,
with a range rate error of 100 m/sec, the code Doppler at 3 Mbps (for the multiple
access system) is one chip/sec. Even after 100 seconds, the original 1000 chips
(see TSA-CRC-19) of uncertainty has grown to at most 1200 chips.

**In the multiple access system with the return link previously established, PN
acquisition presumably would he indicated by 2 statug s

uo‘nr]'
SR CTETAR SR LA P
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(av) is the average number of passes through the code period prior to

where M
detecting sync*, TFigure 5 of Appendix III relates Pd to signal-to-noise ratio

(we use the curve for lower bias).

Let us continue to assume 2 range rate error of 100 m/sec, or +700 Hz
Doppler error at S-band. With FH implementation by digital phase shifting in 45°
increments, the maximum loss (see Section 2. 1, 3,2) due to the quantized phase is
0.7 dB. The loss due to Doppler is given by (2) of Appendix III, presuming

integrate-and-dump at the hopping rate, or

sin(mAFT, )

set Af = . _hop 5
dB loss due to offset Af = 20 log 10 TAIT (2-51)
hop
where Thop is the dwell on one frequency (reciprocal of hopping rate). Assume a

fixed code period of 85.3 milliseconds as the hopping rate is varied. Then, the
average time to search one period is (Figure 5 of Appendix III states an average

search rate of ., 041 chips/hop)

85.3 millisec x Thop
. 041 chips/hop

Ts: T

= 2,08 sec (2-52)
hop :

which is independent of the hopping rate (because the number of FH chips in the

period is proportional to the hopping rate).

*The average number of independent trials to obtain success is 1/P , where
P, is the probability of success per trial, On the average, acquisition is

detected half-way through the final pass.
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Cuvrying through the calculations yields the results in Table 2-4. It
enn he scent (hat the optitmum hopping rate for FH acquisition is in the range of
1.5 Khps to 3 Khps. However, faster hopping rate decreases the uncertainty
remaining for PN acquisition and, therefore, decreases the total time for acguisition.
It is concluded that the original choice of 3 Khps for the I'H preamble is essentially

optimum for the multiple access forward link.

Table 2-4. Average Time for FH Acquisition

Hopping Rate
6 Khpa 3 Khps 1.5 Khps

S/N0 to omni 39.0 dB-hz 39,0 dB-11z 39.0 dB~Hz
Discrete Phase Loss - .7dB - .7dB - .7 dB
Dappler Offset Loss - .2dB - .8dB - 3.4dB
User Antenna Gain - 6.0 dB - 6,0dB - 6.0dB
Net S/NO 32.1 dB-Hz 31.5 dB-Hz 28,9 dB-Hz
Emp/N0 - 5,7dB - 3.3dB - 2.9dB
Pd 0.1 , .D .0

m@v) 9.5 1.5 1.2

Ts(‘av) 19.8 sec 3.1 sec 2.5 sec

Since Table 2-4 indicates Py = .5 for G = -6 dB at 3 Khps, five
passes through the code period will produce Pd(S) = .97 for FH acquisition. The

search time** for five passes is 10, 4 seconds,

*If the hopping rate were further decreased helow 1.5 Khps, a search in frequency
would be required to accommaodate Doppler, and the acquisition time would tend to

increase, Alternatively, we could implement a Doppler processor (multiple filter
band).

**T‘pis act}Jall.y is the average search time for five passes through the period. The
s'lmulatlon in Appendix III found the standard deviation of the dismissal
time to be 15,8 chips when the average is 12,2, Since there are 512 dismissals

ner cod.e period (half chip search steps), the 1o fluctuation in search time for five
passes is 2,6 percent.
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When FH acquisition is accomplishad, the time uncertainty is 1000 PN
chips for 3 Khps (assuming the time error after FH acquisition is less than half a
chip). Still coherently integrating over 233 microseconds during the search for PN
acquisition, Ecoh/No = -2.6 dB, since the loss for discrete phase incrementsin
FH does not apply, and Py = .05. A practical implementation would utilize the same
sync detector for both acquisition steps; however, let s investigate the cffect of
varying the coherent integration interval. Now, the average time to search through

the 1000 PN chips of uncertainty is

T
= . coh . _Eo
Ts 1000 ., 041 chips/interval (2-53)

Table 2-5 displays the compuled results, Here, a coherent integration interval of

433 microseconds minimizes the average time for PN acquisition,

Table 2-5. Average Time for PN Acquisition

Coherel;lt Integration Interval
167 usec 333 usec 667 jusec

S/N_ to omni | 39.0 dB~Hz | $9.0dB-Hz | 39.0 dB-Hz
Doppler Offset Loss - .24B - .8dB - 3.4 dB
User Antenna Gain - 6,0dB - 6.0dB - 6.0dB
Net S/N_ 32.8 dB-Hz 32.2 dB-Hz 29.6 dB-Hz
Ecoh/No | - 5,0dB - 2.6 dB - 2.2dB

P, .2 .65 .72
m®") 4.5 1.04 .89

Ts 4.1 gec 8.1 sec 16. 2 gec
T;av) 18,5 gec 8.4 sec 14.4 sec
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2.1,8.3 Conclusions

A more detailed examination of the parameters of the forward link of
the multiple access system supports the parameter values selected in paragraph 2,.1.6,1
The acquisition strategy is to allow several passes through the FH preamble period,
so a8 to achieve a probability of FH acquisition which 1s essentially unity, For a
user receiver antenna gain of -6 dB, the design calls for a FH preamble duration of
about 11 seconds to give a probability of detection of 0.97. The average PN acquisition
time is about 8 seconds. Thus, we can claim a total acquisition time for the user

receiver of approximately 19 seconds at Gu = -6 dB.

By reducing the code period by a factor of two (range measurement
ambiguity is now 5000 Km), acquisition time for the FH preamble is reduced to
about 6 seconds, and the total acquisition time is approximately 14 seconds at
Gu = =§ B,

With the above procedure, there is the possible disadvantage that a
relatively strong specular multipath signal could be acquired (although with low
probability) instead of the direct signal, Protection against specular multipath is
provided with time diserimination; 1,e., the direct signal always precedes the
multipath, To avoid possible acquisition to the multipath, the receiver must have
essentially unity proability of acquiring the direct signal on a single pass, This
means a design which searches at a slower rate and achieves a higher probability
of detection on a single pass, than seen in Tables 2-4 and 2-5, This should not affect

the optimization of parameters (e.g., hopping rate) found above.
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2.2 IMPLEMENTATION I'RADIOQL 'S

Having recommended waveform parameters for a multiple access service
using TDRS steered transmit beam (a result of the modulation tradeoff studies presented
in paragraph 2.1), we now consider the implementation tradeoffs involved in selecting
user transponder hardware design which will best meet the operational and perfor-

mance potential available to multiple access users,
2,2.1 DOPPLER RESOLVERS V3., TRANSMITTER FREQUENCY OFFSET

For the multiple access user, there is a +55 kIHz Doppler uncertainty
which must be resolved during the acquisition process before a tracking and data
retrieval mode can be established, Two different approaches for resolving this uncer-

tainty were studied:

. Doppler Processor implementation to resolve Doppler frequency

offsets at the user receiver,

e Frequency offset of the ground transmitter to compensate for

Doppler offsets at the user receiver,

2.2,1.1 Doppler Processor

To assess the hardware impact of a Doppler processor designed to meet
the system requirements for the current multiple access user transponder, three
candidate implementations were evaluated, The first configuration was the serial
search/MOS memory type implenientation which is similar to the present Doppler
Processor configuration implemented in the Multimode Transponder. This configura-
tion involves searching the complete Doppler frequency range (+64 klz) in a serial
fashion such that the full Doppler range is searched in one, two, or even four fre-
quency sweeps., The second configuration was the parallel search/MOS memory con-
figuration which involves parallel searching the full Doppler uncertainty range in two
ar four segments in a parallel configuration. The third and last configuration analyzed
was the parallel search/RAM memory-type implementation which involves parallel
gsearching the full Doppier uncertainty range in four segments by utilizing a parallel
processing technique which incorporates random access memories (RAMs) and read-

only memories (ROMs). A report on these configurations is included in Appendix IV.

In conclusion, the parallel search/RAM memory configuration uses the
least amount of hardware and offers the best overall performance characteristics at

almost no risk. In addition, there are no potential problems associated with
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interfacing this configuration with the carrier or clock tracking loops since the
Doppler offset can be located in one frequency sweep, For this configuration, 195
ICs are required for implementation. Conservatively, this appreach would require
three 4" x 5" PC boards and consume 10 watts of power, which is an undesirable

feature for most user satellite applications.

2.2.1,2 Fast Fourier Transform Doppler Resolver

A FFT approach to a Doppler resolver was investigated and the results
are presented in Appendix V., In summary, the ¥I'T approach can be implemented with
lower speed logic than the discrete Fourier transform method described earlier.
It is comparable in performance and clearly becomes the implementation choice when

a region of frequency uncertainty must be divided into several hundred frequency slots.

It is estimated that this approach would require three 4" x 5" PC boards
and consume 6 watts of power. The reduction in power consumption with respect to
the discrete Fourier transform is clearly an advantage; however, there would be

more rigk in its development,

2.2.1.3 Transmit Frequency Offset

Rapid acquisition (less than 20 seconds) could be realized without a loss
performance and without a Doppler resolver, if the arriving signal at a user trans-
ponder could be corrected for Doppler frequency offsets. One way user Satellite range

and range rate of change in an established orbit can be estimated to within

A range = #50 km

A range rate = +100 m/sec

This range rate corresponds to .33 ppm or +700 Hz of uncertainty. In other words,
if a forward link ground transmitter is offset to the estimated user satellite Doppler,
the received signal at the satellite user transponder will be within +700 Hz of center

frequency.

As an acquisition aid in the return link, the ground receiver could be off-
set by the Doppler estimate in a noncoherent transpond mode or by two times the
Doppler estimate in a coherent return link mode. The offset frequencies would also

include compensation for predictable long term VCO instability (on the order of
+5 kHz in 3 years), '

In the user transponder, it is recommended that a sync detection circuit be

implemented at baseband with a hank of five band pass filters to cover a frequency
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uncertainty of +3 kHz. This amount of coverage makes allowances for tolerance
buildup, It is estimated that this approach would require one-half of a 4" x 5" PC
board to implement with active filter devices and would consume approximately 0.5 w

watt of power.
2.2,1.4 Conclusions

Doppler resolver implementations werc considered for use in a user
satellite receiver to resolve the +55 kHz of frequency uncertaiﬁty during acquisition,
It was concluded that power consumption is excessive with this approach. The ground
transmit frequency offset approach substantially relieves user transponder hardware
and power consumption requirements, provides the desired performance and is satis-

factory from an operations standpoint.
2.2,2 COHERENT /NONCOHERENT TRANSPONDER OPERATION .

Coherent transponder operation is required to provide two-way range and
range rate measurement capability. | However, since the multiple access service will
use a pointed beam in the forward link which will be time shared among all participat-
ing users, a continuous coherent mode of operation is not practical. The logical -
solution for this situation is to design the M/A link so that a transponder can be com—

manded to operate in either a coherent or a noncohercnt mode of operation.

There are some hardware tradeoffs to consider for a coherent/noncoherent
capability. A minimum hardware approach would be to build a coherent transponder
using a single VCO for the tracking loop in the receiver which would also serve as a
frequency reference in the transmitter, In this configuration, a return link mode

could be continued after forward link loss of lock by slowly grounding the VCO input.

The proble with this approach is that the forward link could not be reestablished until
the telemetry data dump in the return link was complete. However, at the cost of .
some additional hardware, independent forward and return operations could be imple~
mented in the transponder. The impact would be the addition of a reference oscillator
and an RT synthesis chain for the transmitter along with RF and logic switches to

select the coherent or noncoherent modes,

The proposed M/A transponder provides for independent fbfward and
return operation as well as cohcrent operation. Acquisition of the forward link for
user satellite command messages will not disrupt an established return link durihg a
data dump. Upon command, the transponder will operate in a cohereﬁt mode for

range and range rate measurement, The hardware impact for this approach is
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estimated at one 4'" x 3 PC board fo provide a reference osecillator for the user
transmitter, RF switching and synthesis of the transmitter PN code. (The first and
second L,O.s are common to both the receiver and transmitter and are synthesized
from the reference oscillator during a noncoherent mode and from the receiver VCO
during a coherent mode,) Carrier tracking in the receiver is accomplished in a short
loop (3rd and 4th L.Q. s) for a noncoherent mode and in a long loop (Ist, 2nd, 3rd,

4th L..0.s) for a coherent transpond mode,
2.2.3 DATA CLOCK

2.2.3.1 Telemetry Data Clock

For the return link, data clock will not be synthesized from the PN code
clock for several reasons: (1) operationally it is desirable to have data clocks independ-
ent of the transponder frequency reference, (2) The data/PN clock ratio is not low
enough to result in any appreciable quantization loss. (3) The data clock acquisition
and tracking loop would be located in ground equipment and would not burdon the user
satellite equipment. (4) A data clock loop with a bandwidth sufficient to track the
Doppler rate (approximately 30 Hz max) would have a good signal/noise ratio even at

low data rates and performance loss due to clock jitter would be negligible,

2.2.3.2 Command Data Clock

On the other hand, data will be synchronized to the PN code epic for the
forward link because: (1) Code repetition rate is lower than the lowest data rate so
that no clock ambiguity results, (2) Data clock can be derived from a countdown of
the code epic which represents a minimum hardware configuration in the user
transponder. (3) Since command messages are finite, (on the order of 1000 bits or
less) they can be buffered and reclocked at the ground station. (4) Coherent data
clock without ambiguity would be available for data proces sing in the transponder at
the instant of PN correlation.

2.2.4 CLEAR MODE OF OPERATION

Potential users have identified a requirement to operate in a clear mode
(non-spread spectrum mode). Under special circumstances (i.e., ground-user-ground
links) this would be accorﬂplishecl in the user PN transponder with a command instruc-
tion and would be implemented with minor hardware impact by removing the PN
sequence from the modulator and the receiver loecal reference on command, The
Costas demodulator would then be used to demodulate the biphase PSK signal. For

waveforms with a pilot carrier, the Coastas loop would be converted to a carrier
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tracking loop by removing the I channel from the 3rd multiplier. For higher data
rates, the received signal would be routed through a wideband 4th IF amplifier and
demodulated via a second inphase () data channel.

Data modulation in the transmitter, would be accomplished at the first IF
of the upconversion chain, For modulation waveforms other than biphase PSK, a
special modulator would have to be limplemented. It should be pointed out that, even

in a clear mode of operation, the transponder would still. function in a noncoherent
or ccherent carrier mode.

2.2.5 FREQUENCY SYNTHESIS

This section describes the development of a frequency synthesis scheme
for the multiple access user transponder, If lists the basic system constraints
which apply to frequency synthesis, outlines some of the self-imposed good design
practice rules used for the design and mentions several techniques which were not
used. A number of frequency synthesis approaches which were first considered are

described and finally, a recommended synthesis approach is then presented,

2.2.5.1 System Constraints

Basic system constraints placed on the M/A user transponder frequency

synthesis design include;
® Receive Frequency - 2106.40625 MHz
[ Transmit Frequency - 2287, 5 MHz

. Coherent translation from Rx to Tx frequencies to accommodate a

two-way doppler measurement capability.
™ Bx/Tx = 221/240

e Minimize power consumption and hardware complexity consistent

with performance requirements,

2.2,0,2 Design Ground Rules

Some of the most important ground rules for the synthesizer design include:

® No appreciable nth order synthesis products from any L.O. into
any IF.

] Use common synthesis chains for both Rx and Tx whenever prac-

tical to minimize hardware and minimize multiplier noise differences.

2-99



. LO/RF ratio < 0. 95 so that filter @ is less than 20.

™ Correlation LO and PN modulator LO should be >40 MHz and
<150 MHz,

[ ] Last IF should be < 2 MHz,
. 1 RF section, 3 IF sections.

® Gain should be distributed between RF and IF with approximately
35 dB/frequencty.

2.2.5.3 Frequency Synthesis Approaches

Four different frequency synthesis approaches were considered for use in
the M/A transponder: .

. One fixed frequency reference with separate VCO's for carrier and

code tracking.
. Separdte VCO's for carrier and code tracking.

® One VCO for carrier and code tracking with an IPM for phase cor-

rections in the PN code loop.
e One VCO, one Fixed Reference for coherent/noncoherent operation.

The first approach used a fixed frequency oscillator at 10 MHz mixed with
a 0.46875 MHz VCO to synthesize the required LO frequencies, The advantage of this
approach is that the major component of the frequency reference is derived from a
very stable and clean fixed frequency oscillator while tracking is accomplished with a
lower frequency VCO with less stable characteristics, Also, a separate VCO for code
tracking eliminates the need for an IPM. The problem with this approach is that

3 oscillators are required.

The second appreach used two VCO's, one for carrier tracking and one
for code tracking. For this technique the VCO must be pulled 130 ppm to cover the
Doppler uncertainty, This pull range can be obtained with a temperature compensated

crystal stabilized voltage controlled oscillator with good stability characteristics,

The third approach used a single VCO for both carrier and code tracking,
The PN code frequency and frequency dynamics are scaled from the carrier tracking
VCO with only small and slowly varying errors due to ionospheric variations. These
small errors along with initial code phase errors are nulled with an incremental
phase modulator (I. P, M,) in 1/96“l of a code chip increments,
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The fourth approach shown in. Figure 2-29 is the selected approach. It
uses a single VCO for both earrier and code tracking in the cohcrent transpond mode
(i.e., all L.O.'s are synthesized from the carrier VCO), In the noncoherent mode,
the receiver tracks the incoming signal with a carrier VCO via the 3rd and 4th L.O.'s,
while the transmitter upconversion and 1st and 2nd L. O.'s of the receiver are syn-

thesized from a fixed reference oscillator.
2,2,6 REFERENCE OSCILLATOR STABILITY

The following section discusses the degradation of VCO (Voltage Con-
trolled Oscillator) frequency stability due to various environmental factors such as
temperature, vibration, g-force loading and electrical variations. These environ-
mental conditions cause the VCO frequency stability to degrade in an RSS (Root, Sum,
Square) fashion. The effects on the clock stability due to the different environmental
conditions will also be considered for various fixed frequency standards. Physiecal
parameters and cost are included for a comparison to aid in the selection of a VCO

and reference oscillator with the desired characteristics,

2.2.6.1 Analysis

The long term stability or aging rate of an oscillator is the predominate
factor in maintaining a reasonable time ambiguity region. The aging ratc describes
the average rate of the oscillators' (clock) output frequency assuming the environ-
mental parameters are constant. The defining relationship that relates accumulated

clock error and time between synchronizations is given by equation 1.

- LF a 2
E'Eo+(F >t+ 5 ¢ (2-54)

Eo - the initial time error

AF/F - Overall fractional frequency deviation due to environmental effects.
a - long term stability or aging rate

t - elapsed time

The pertubations due to the environmental conditions, i.e,, vibration,
temperature, etc., are independently caused and randomly distributed. Thus, the
rms pertubations of the overall frequency deviation is the root mean square of the
sum of the individual frequency deviations. The overall frequency deviation is given

by equation 2-55 below:
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2,2.6,2 Space Qualifiable Fixed Frequency Standards

A frequency standard is a critical item in achieving the low carrier phase
noise required for achieving near theoretical rangé and range rate measurement and
data demodulation performance at 8 and Ku-band RF frequencies. In addition to space
rating requirements, stringent standard long-term stability requirements must be
imposed. Several viable candidates for this application are shown in Table 2-6,
Crystal oscillators have space experience and will meet the short-term stability _
requirements according to published data. “The cesium standards can easily meet the
long-term requiremeﬂts but not short-tcrm stabilities without special crystal/cesium
slave designs. The smallest units which could potentially be used for‘space is the
Efratom rubidium standard., Some criteria for selection consideration include the

following::
FEI CRYSTAL OSCILLATOR

. Long-term drift difficult to model.

. Space-rated unit available.
. Five year life ¢ycle should be no problem.
. Not atomic in nature.

. Basically qualified.
. FLEET SATCOM flights planned late in 70's,

. Smallest.
CESIUM STANDARD

. Requires crystal /CS combination for good short-term stability.

. Long-term stability is excellent.

. No modeling required.

+ No prototype space-rated unit tested.

. Five year life cycle is questionable.

. Properties of Cs operation consome source.

. Qualification time is approximately 3-5 years.
. Power requirement approxi_mately 25 watts,

2-103



Table 2-6. Industry Survey*
Input
Weight | Power
Manufacturer Model No. Btability Size (in.) {lb} (Wdc) Notes
Rubidium Standards
Efratom FRK 1x ID_IO/MO dx4x4 3 13 Commercial avatlable**
5x10_11(T2 1 sec)
HP 50654 1 x 1[}_[1/MO 16-3/4 x 18-3/8 34 35 Commercial available
5x10712 (T4 1 ser) x §-7/92
Tracor 30RA 3x Iu_llfMO 12 x 5-1/1 20 G0 Commercial available
2x 10”1 (7= 1sec) x 17-1/3
Collins Radio 2z x 10_11/MO 19x 5-1/2x 9 34 350 HNot presently in pro--
3 x 10_11 (T= 10 sc¢e) duction
Cesium Standards
He 58614 i x 10'12/1\10 16-1/4 x 18-3/8 57 27 16-in, tube unit,
5.6 x 10“12 (T= 1 sec) % 8=3/4 commercial available
HP 5062C 1x 10" /Mo 16~3/4 x 19 x 1 30 Not availabie 1il
7x 107 s 1 ke 5-7/32 mid-74, G-in. tube
Freqg & Time T-5/8 x 4-T/8 30 20 Mot available till late 74
Sys x 19
Hydrogen Maser
Smithsonian 1x 10-14/1\!!0 30 x 30 x 30 75+ 50 Custom design for
JPL NASA, cxperimental
Goddard unit
Crystul Oscillators
FEI FEL 500D 2 x 107  fday 3540, x L5 in. x| 6.5 1.8 For FLEETSATCOM, space-
FEI 80ODS 2107 (T2 1 sce) 9,25 in. rated

* Supplied by North American Rockwell

** Spacc Qualification expected to begin by mid 174,
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ETRATOM RUBIDIUM STANDARD

. Good short-term stability.
. Good long-term stability.

. Can be accurately modeled for excellent long-term requirements.
. Low risk to space qualify.

. Five year life cycle no f)I‘oblem.

. Properties of Rb operation do not consome source.

. Qualification time approximately one year.

2.2,6.3 Crystal Oscillators

Table 2-7 is a'comparison of 5 MHz oscillators under various environ-
mental conditions. The vibration and acceleration are shown for the worst case g's
encountered. Listed also is the size, weight and cost of the particular type of oscil-
lator to meet the specifications that are listed. It will be noted that the difference
between what has been termed a second grade overnized and a first grade ovenized
oscillator is that the former has a single oven whereas the latter has a thermally
insulated proporéional control double oven to achieve the higher order Sfability. ‘

2.2.6.4 Rubidium Standard

With modeling, the long—term stability for the Rb frequency standard can
achieve a few parts in 1013, for sampling times from 1 hour to 1 day. Digital tuning
of output frequency over a range of

At

_ a9
K 4 x 10

could be accomplished by means of an externally supplied direct current, which pro-
vides a controlled magnetic field (C-~field) around the rubidium optical resconator cell.
A digital command word would be converted by the D/A converter to a direct current
for use in the C-field of the freqﬁency standard. The total range required in the com-

mand word to cover the entire frequency range is then:
4x107Y

= 1000
4 x 10 2

A 10 bit data word will then suffice to cover the entire tuning range,

The quartz oscillator in the rubidium frequency standard has an aging rate

of 5pp 108 per month for the first month and 5 pp lO9 per month thereafter. In
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Table 2-7. Comparison of 5 MHz Oscillators

Second Grade First Grade

Parameter TCXO Ovenized Ovenized
Temp: -6 -9 =9
-54°C to 71°C +1 x 10 +3 x 10 " to 60°C +2x 10 " to 60°C
Vib: - - -
5 g max. :t3X108 i6x109 tilOlO
Accel: -9 -g -9
2g max, +2 x 10 +2x 10 +2 x 10
5% volt change | +1x 107" 1.5V, 42 x 10" M 13.5V, 1x 1071
+10% load change | =1 x 1077 w5 x 1071 21 x 1071
Short Term
Stability (one sec _ _ _
ave) +1 x 10 9 +5 x 10 12 +2 x 10 12
Long Term -8 -10 -11
Stability +2 x 10 ~/day | #5 x 10 ~ /day 5 x 10 ~~/day
Warm up time to
rcach long term
stability Zero 3 days 7 days
Early aging from £2x 1070 in 1 hr. 2% 10”2 in 1 b,
initial turn on - +2 x 10 7 in 24 hrs, #2 x 10 7 in 24 hrs,
Warm up power Zero 8W (for 1 hr) 8W (for 1 hr)
Continuous power | .2W 2W 1,8W
Size (in)3 3.2 39 +7
Weight (Ibs) .2 2 1.8
Cost ($) per
100 units/1975 1000 1100 4200

addition, radiation testing demonstrated a 6-v change in the VCXO control voltage for
the equivalent of 5 years natural environment, The capture range of the loop is 5 pp

7 . .
10', 7To bring the quartz oscillator within a capture range, an 8-bit D to A converter
could be used,
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2.2,6.5 Temperature Compensated Voltage Contrelled Crystal Oscillator

Characteristics for a candidate user transponder VCO are shown in
Table 2-8. These specifications are for a temperature compensated voltage con-
trolled crystal oscillator available from Frequency Electronics, Inc., and are typical
of the performance which could be expected from any one of a number of TCVCXO
suppliers. Space qualification of this VCO is not considered a risk because crystal

oscillators have previously been space qualified.

Table 2-8, TCVCXO Characteristics

Frequency Range 2-33 MHz
Frequency Stability

1 second +2 pp 169

1 hour ’ +1 pp 107

24 hours +1 pp 106

1 year +6 pp 106
Modulation Range +50 pp 106
Modulation Rate DC to 20 kHz
Modulation Sensitivity -10 ppm/v
Modulation Linearity 5% ‘
Output Power 0 to +3 dBm
Temperature Range ' -20°C to +70°C
Temp. Frequency Stability =3 ppm
Stabilization Time 5 seconds
Input Voltage +12 VDC 1%
input Power 120 mW
Size - 2" x 2" x 8"
Weight 4 oz.
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Long term stability is a problem for VCO's which must be pulled over a
frequency range of 150 pp 106. The problem is that the effective Q of an oscillator
must be spoiled to allow tuning over the pull range and as a result, long term drifts
are not just a function of crystal aging but are a funciion of the aging of all components
in an oscillator tuning circuit. The value of 4pp 106/year reported in the specifica-
tion could be reduced to £2 pp 106/year if the oscillator was subjected to an accel-

erated aging process.
2.2.6.6 Conclusions

A temperature compensated crystal oscillator similar to the TCXO
oscillator described in Table 2-7 should be selected as a reference oscillator for the
user transponder, In addition, a TCVCXO with the characteristics described in
Table 2-8 should be used for the transponder VCO. Atomic standards represent some
risk and the long term stability offered by such devices is not required since long
term drift in crystal oscillators can be accurately modeled and this drift can be com-

pensated by offsetting ground station transmit frequency.
2.2.7 DIGITA L TRACKING

One technique which was considered for phase locked loops tracking in
the M/A transponder was the use of a digital tracker as deseribed in Figure 2-30,
In this scheme an analog tracking error signal in the baseband‘ demodulator is A/D
converted and filtered digitally. The resuiting error signal is converted into a
series of pulses in a rate multiplier (the number of pulses is proportional to the
magnitude of the filtered error signal), These pulses in turn step an incremental
phase modulator. A fixed stepping rate results in a fixed offset frequency at one of

the down conversion mixers of the receiver.

After careful consideration, a digital tracking technique for carrier
tracking (i.e., IPM, rate multiplier and digital filter) was ruled out for two reasons;
(1) analog techniques require less power and, (2) phase step (3°) granularity decreases
frequency multiplication which is required in generating L.O.'s for 8-band

frequencies,
2.2.8 FREQUENCY HOPPER

Two different approaches were considered for implementation of the fre-
quency hop generator in the M/A transponder. The first and more conventional
approach was an analog mechanization using a PLL in combination with a program=-

mable divider to synthesize a pseudorandom sequence of 512 discrete frequencies,
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TFigure 2-30, Digital Phase Locked Loop

The second approach was a digital implementation using a rate muitiplier in
conjunction with an up/down counter to drive a quadriphase modulator, In this case
discrete frequencies are gencrated by stepping a carrier in 45° steps at the desired

rate. Block diagrams of these two approaches are shown in Figure 2-31,

The digitai approach was selected over the analog approach for the follow-
ing reasons: (1) reliability of an all IC implementation; (2) no loss in performance du
to PLL acquisition time for each hop; (3) minimum hardware, since hopper is integra;
to the SQPN modulator. The digital frequency hopper can be implemented on agsingle
4" x 5" PC card and will consume 1.5 watts of power at 5 VDC. Details of the design
are presented in paragraph 2, 3. 1.6.

2,2,9 INTEGRATED CIRCUIT TRADEOFI'S

There are a number of critical tradeoffs which must be evaluated in
selectiﬁg integrated circuits for a user transponder. Some of the most important

tradeoffs are:

Power Ldissipationr

Speed requirements

Mulﬁple source availability
Reliability B
Availability of LSI and MSI functions
Interface compatibility

Figure 2-32 is a comparison between bipolar and CMOS power dissipation. CMOS
power dissipation is negligible at de and increases linearly with frequency, whereas

bipolar dissipation tends to be constant. Thus at low to intermediate frequencies,
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Figure 2-31., Frequency Hopper, Block Diagram

CMOS can represent a dramatic reduction in dissipation. It is recommendcd that
CMOS be used for low speed counters and control functions where clock speeds are
below 100 kHz, For the PN coder, FH generator, IPM and other high speed logic

circuits which require logic speeds on the order of 1~10 MHz, bipolar families
should be selected,
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As tllustrated by Table 2-9, the TTL family includes the following

members in order of speed:

® 545/748 Schottky
e 54H/74H High Speed
1 -25% -
T s
STANDARD TTL /’
10 —
z /
:t*;‘ | LOW POWER TTL / / '
S e
# / /
Z . /
= N
£ a1 > Qy
ﬁ \ﬁ\'\ /
= oY
§ ' 4 o0
g qol / L

=

I 10 100 1000 10, D09

914-2777 FREQUENCY - kHz
UNCLASSIFIED

Figure 2-32, Comparison of Bipolar vs. CMOS Power Dissipation

[ 54/74 Standard
® 54L/74L Low Power
s  54LS/74LS Low Power Schottky

For logic speeds of 10 MHz and less it appears that Low Power' TTL most nearly

meets the requirements for a user transponder. However, it should be noted that if

a general class of devices is selected for all logic circuits, Low Power Schottky device
has the lowest speed-power product. The only problem associated with this device are
(1) limited number of currently available LSI functions and (2) multi-source availability,
These problems should disappear by 1976. Therefore, the low power Schottky logic
family represents the best choice for future user transponder equipment and is used

for estimating purposes in this report.
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Table 2-9, Typical Parameters of the TT L Family

Typical de Characteristics 5’;58/ ??f}{-l/ ?Ti/ E;ilff 5;,1 41‘1?5/
Supply Voltage v 5 5 B 5 5
High Level Input Voltage Min. v 2 2 2 2 2
Iow Level Input Voltage Max. \Y 0.8 0.8 0.8 0.7 0.7
High Level Qutput Voltage Min, \Y 2.7 2.4 2.4 2,4 2.5
Low Level Output Voltage Max. vV 0.5 0.4 0.4 0.3 0,4
High Level Noise Margin Min, mv 700 400 400 400 500
Low Level Noise Margin Min. mV 300 400 400 400 300
Fan Out 10 10 10 10 10
Av, Power Dissipation/Gate* mw 20 23 10 1 2

*Duty Cycle 50% Ve = 5VT, = 25°C

, I 548/ 54H/ 54/ 54L/ | 54LS/
Typical ac Characteristics 743 74H 74 741, 7418
Delay Time High to Low Level nsec 3 6 8 31 10
Delay Time Low to High Level nsec 3 6 12 36 9
Speedpower Product pd 6C 138 100 33 19
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2.3 RECOMMENDED M/A TRANSPONDER DESIGN

This section presents a multiple access transponder design which is a

result of the waveform and implementation tradeoffs presented in paragraphs 2.1 and

2,2, First the major waveform parameters are summarized, then the functional

design of the transponder which is compatible with these waveform parameters is

presented, Next, size, weight and power estimates for this transponder are presented

and finally, performance specifications are listed.

2,3.1 WAVEFORM PARAMETERS

FORWARD LINK

Preamble:
Type
Code Generation
Code Period
Hop Rate

Spacing
Repetition Interval

Preamble Duration

PN Modulation:
Type

Code Family

Code Period
PN Chip Rate
. Repetition Interval

Command Data:
Modulation

Rates (select 1)

Word Length
Coding
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Pseudqyandom Frequency Hop
Primitive Root

256 '

3.006 kHz -

12,023 kHz

85,172 mS

11 seconds

SQPN - Staggered Quadriphase

Pseudonoise

Maximal Code Pairs augmented by
one chip

18

3.078 MHz

85,172 mS

Synchronous biphase differential,
NRZ-M

94 bps

188 bps

376 bps

752 bps

User defined

User defined



RY Signal:
Frequency
Doppler
Range Rate Uncertainty

RETURN LINK

PN Modulation:
Type

Code Family

Code Period
PN Chip Rate
Repetition Interval

Telemetry Data:

Modulation

Rate
Word Length

Data Encoding:
Type

Constraint Length
Code Rate

Code Gain
Symhbol Rate

Data Type

RF Signal:.
Frequency
Doppler
Range Uncertainty

2106, 10625 MHz
+56 kHz
+100 m/sec = +,65 kHz

SQPN - Staggered Quadriphase

Pseudonoise

Maximal code pairs augmented by
one chip

218

3.078 MHz

85,172 mS

Asynchronous biphase differential,
NRZ-M

1000 - 50, 000 bps

User defined

Convolutional, nonsystematic,
transparent

T

1/2

5 dB at BER = 107"

100 kbs max

Delta mod, PCM, NRZ-M

2287.5 MHz
+112 kHz
+100 Km

Range Rate Uncertainty +200 m/sec
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2.3.2 TRANSPONDER FUNCTIONAL DESIGN

2.3.2.1 General Description

The M/A user transponder consists of fourteen modules:

RF Down Converter

IF Chain

RF Synthesgizer No, 1 -

RF Synthesizer No, 2
Demodulator

Sync Monitor

Incremental Phase Modulator
PN Coder

Local PN/FH Reference Generator
Controller

Moedulator

Transmitter

Power Supply Post Regulator

® ® O » & ¢ @ ¢ » o ¢ o 9 @

Chasgsis

Major functions of these modules and their interconnections are shown in a block

diagram of the transponder in Figure 2-33.

A forward link signal is amplified and down converted in the RF Down
Converter module. The signal is dehopped during the FH preamble and its PN modula-
tion is stripped off during a track mecde in the correlator (second mixer) of the IF
Chain leaving a PSK modulated carrier at its output.- Bandwidth reduction and AGC
action oceurs in the second IF amplifier and, after passing through a third IF stage,
the signal is delivered to the Demodulator. A sync detector senses the presence of
a signal and, after sync verification is made, a Costas demodulator extracts the data,
This command data is subsequently processed, differentially decoded and delivered

to a satellite command decoder,

Major modules involved with demodulating the frequency hop during
acquisition and subsequently acquiring and tracking the pseudonoise portion of the
signal arc:

Modulater
Local Reference
PN Coder

IPM
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Basically, the Modulator consists of three QPSK modulators which (1) provide the
local references for the carrier channel (center phase or bogey), (2) provide the
local references for the code tracking channel (early-late phases) and (3) provide the
SQPN modulated signal to the transmitter module. The Local Reference provides
the required staggered PN sequence to the Modulater for both the receiver and the
transmitter functions and it also generates the appropriate frequency hop sequence
for the receiver local refercnce. The PN Coder generates two pairs of orthogonal
PN codes for use in the Local Reference module. Finally, the IPM module retards
the PN code phase in quarter chip steps during a PN acquisition mode and it advances

and retards the PN code phase in approximately 3° steps during a code tracking mode.

The Transmit module contains a single up conversion stage, a power
amplifier to provide the desired EIRP (different for each application) and a diplexer

for separating the receive and transmit signals.

Synthesizer No. 1 provides the first L.O. for both the receiver and the
transmitter. Synthesize‘r No. 2 provides all of the additional L.0O. signals, The
Controller provides all programming functions including mode control and FH/PN
search sequences. Differential and convolutional encoding (if used) is also contained
in this module. All power supply potentials for all portions of the transponder are
post regulated to insure uninterrupted performance due to power transmits, buss

switching, etc.

The transponder provides the capahility to operate in the following modes

on command:

Clear Mode _
Coherent Transpond

Noncoherent Transmit/Receive
Short Code Return Only

Optional features of the M/A transponder include:

| Retrace for Multipath : - s
VCO Drift Monitor

More complete detail on these modes as well as many other implementation topics

will be presented in the preceding sections.
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Although there is liftle likelihood that multipath will be a problem at
S-band for PN during acquisition, both frequency hop and pseudonoise retrace capa-
bility will be provided for resolving possible false lock to multipath on command.
This involves a minor controller routine modification. The only disadvantages to

this mode is approximately a 2 to 1 increase in acquisition time.

Since the transponder will use a temperature compensated veltage con-
trolled oscillator for tracking in the forward link to minimize power consumption,
anﬂ the long term drift on this oscillator may exceed the initial acquisition bandwidth of
the receiver, the voltage offset of the VCO during a track mode will be recorded via
an A /D converter and periodically sent back to the ground station as a status word
via the telemetry link. This information will be used to compute new transmit fre-

quency offsets for future forward link acquisitions of the user satellite.

9.3.2.2  RF/IF Design

Major parameters for each of the RF and IF Amplifier stages of the
multiple access user transponder are described below including the requirements of
the diplexer and the receiver RF amplifier along with the gain and bandwidth require-
ments for the three IF amplifiers. The resultant S + N budget for the receiver is
also included., For the transmitter chain, gain distributions, signal levels and band-

width requirements are presented,
2.3.2.2.1 Receiver Chain

The RTF and three IF amplifier chains for the M/A User Transponder are
shown in Figure 2-24. A maximum signal of ~115 dBm is assumed and a tracking
threshold of -145 dBm is assumed for the user requiring a 100 bps command data
rate. Since signals must be linearly amplified prior to demodulation in the Costas
loop, all amplifiers must have sufficient apertures to accommodate S + N without any

clipping prior to the 2 ¢ level,

The diplexer will provide the needed isolation between the Tx and Rx

signals., Recommended specifications for this device follow:

Mechanical Reguirements

The Diplexer should be approximately 2.5" x 1.5" x &'\,
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Elecirical Requirements

The Diplexer shall have two ports at the following center frequencies:

Port 1 2287.5 MHz
Port 2 2106,4 MHz

The two ports shall be combined onto one common port for connec-
tion to an antenna. The diplexer is used at the RF input to a receiver and RF output

of a transmitter,

Impedance

The impedance looking into any one of the three ports at its respec-

tive center frequency shall be 50 chms nominal,
VSWR

The midband VSWR of any port shall be 1. 25 or less for £5 MHz
about f .
0

Insertion Loss

The ingertion loss, in both directions, between the common port
and each of the isolated ports at their respective midband frequencies shall be

0.6 dB maximum,

Passhand Ripple

Passband ripple shall be 20,1 dB maximum,.

Matched Bandwidth

The matched bandwidth of each port shall be 10 MHz minimum,

30 MHz maximum.

Input Power

The unit shall be capable of handling one watt incident average

power at any one of the two frequencies with no degradation of performance.

Phase Linearity

In a +4 MHz band centered about each center frequency, the phase
shift at any one frequency shall not deviate more than +5° from the best straight line

approximation of the phase response.
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Bandwidths

BW, +11 MHz Min.
BW, ' +15-23 MHz Min-Max.
BW,, +137 MHz Max.

Group Delay

10 ns maximum for FO +5 MHz

Port-to-Port Isolation

The minimum isolation required between any two ports is 63 dB.

The RF section has 21 dB of gain to reduce the first mixer noisy losses to
<0.1 dBm with respect to the receiver input. Since the RT amplifier is a wideband
device, a bandpass filter is placed before the first mixer to insure that both sum and
difference noise will not be translated to the first IF frequency., Recommended speci-

fications for the RF amplifier follow:

Frequency Range 2.0-2,2 GHz

Gain A ' 21 dB nominal
Flatness +1 dB

Noise 2.5 dB max.

VSWR 1.356 Max,
Compression Point (1 dB)  +3 dBm

Size 3" x 2" x 3/4" nominal

After the first conversion, the signal is amplified in an AGC amplifier.
The AGC signal is generated from noise prior to signal acquisition and is generated
by signal only after acquisition. As a result of this AGC action, the signal remains

at a constant level into the correlator over the dynamic range of the input signal,

Prior to the PN correlator (second conversion) the wideband signal
(5 MHz) is split to drive separate carrier and PN code tracking loops. After correla-
tion (second IF) the signal bandwidth should only be wide enough to accommodate the
data sidebands to minimize S + N aperturc problems with additional gain in the third
IF. A three section crystal filter was selected for this purpose with the following

specifications: ‘ :
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Center Frequency 9,53125 MHz

Bandwidth 10 +2 kHz

Type | 3 pole Butterworth
Insertion Loss 6 +1 dB
Impedance 50 ohm nominal

In the third IF the output signal level is set to -10 dB to keep from clipping
on peak noise. To reduce the power requirements for linear amplification the imped-
ance level of the output stage is converted from 50 ohms to 1000 ohms nominal, which
is adequate to feed the FET choppers in the Costas loop. The bandwidth requirements
for this stage are set at a nominal 50 kHz to remove the mixing products.

2.5.2.2.2 Transmit Chain

IF and RF amplifier chains for the transmit section are shown in
Figure 2-35. SQPN modulation of the transmit signal occurs at an IF frequency of
95,3125 MHz (same frequency as the correlator local reference in the receiver),
After reducing the spectrum to 5 MHz ina three—sectioﬂ bandpass filter, the modu-
lating signal is translated to RF with a 2192,1875 MHz LO. Unwanted mixing pro-
ducts are stripped from the RF signal with a bandpass filter with a 3 dB bandwidth of
30 MHz,

A Class A intermediate power amplifier (IPA) is used to level convert the
signal to +11 dBm. Specifications for this IPA follow:

Center Frequency 2287.5 MHz

Bandwidth 400 MHz nominal ,

Gain 30 dB

Qutput Level +11 dBm +2 dB

Output Compression Point +16 dBm nominal

Output Intercept Point +28 dBm nominal

Intermods -34 dB down from +11 dBm output
Size 1.5"x 1" x , 7" max.

Power 15V @ 50 ma

Noise Figure 4 dB nominal

For some applications, depending on antenna gain and data rate, this level
may meet the requirements for the minimum EIRP. For a low gain antenna (-6 dB)
and high data rates up to 100 KBS, 0 to 30 dB of additional RF gain will be required.
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Figure 2-35, Transmitter IF and RF Chain

This is furnished by an additional power amp.lifier stage, Specifications for a typical
PA are shown below:

Center Frequency 2287.5 MHz
Bandwidth 400 MHz nominal
Type | Class C

Output Level 11 watts

Output Power Saturated Gain 12-13 watts

Input VSWR 2:1 max .
Load VSWR, PO =12 W w:1, all phase angles
Power 22V @ 1,4 amps
Efficiency 35%

Isolation is provided between the PA stages and the diplexer to provide
resistive loading for the amplifier and good termination for the diplexer to insure its

performance characteristics which were specified in the receiver section,
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2.3.2.3 b requeney Synthesis

Figure 2-36 shows the details of frequency synthesis for the multiple
access transponder. This scheme coherently synthesizes all L.O.'s to provide a
Receiver/Transmitter ratio of 221/240 at 2106, 40625 MHz and 2287.5 MHz,
respectively, from a 9.53125 MHz source. In addition, PN and FH clocks are pro-
vided using a 31/96 x 9.53125 MHz reference to keep nth order products from mapping

into the IF amplifier bands.

During a noncoherent mode of operation, all clocks and L.O.'s are
generated from the receiver VCO, However, during a noncoherent mode, the trans-
mit signal is generated from a fixed frequency oscillator along with the transmitter
PN code, and the 1st and 2nd L. O.'s of the receiver while the 3rd and 4th L,O.'s of
the receiver are synthesized from the VCO for tracking purposes. Refer to Tables

2-10 and 2-11 for oscillator specifications.

2.3.2.4 Incremental Phase Modulator for the Code Loop

In the code tracking loop an IPM is used to advance or retard the phase
of the coder clock in discrete increments of either 1/96 or 1/4 chips. This circuit
is shown with detail in Figure 2-37, Fractional cycle movement is implemented with

three dividers:
+8, +3, +4 —+96

Each time a countdown sequence in the + 8 circuit is lengthened or shortened by one

count, the IPM output is respectively retarded or advanced.

The IPM incorporates commonly used mix and divide techniques for syn-
thesizing its output. Double balanced mixers are used for conversion and handpass

amplifiers are used to filter unwanted mixer components.
2,3.2,5 PN Coder

Figure 2-38 illustrates the PN code generator. Each PN code generator
consists of an 18 stage shift register generator (SRG). Each SR is constructed as a
modular SRG or MSRG. This is as opposed to a simple shift register generator
SSRG. In the SSRG the feedback taps arc modulo two added with the sum being fed
back to the last flip flop. This can result in many levels of modulo two logic. In the
MSRG, a transformation of the SSRG, there can only be at most one logic level of
delay due to modulo two addition and thus slower speed logic families can be employed

with lower power dissipations,
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Table 2-10, Voltage Controlled Oscillator Specification

Frequency

Frequency Stability

9.53125 MHz

1 second +2 pp 109

I hour +1 pp 107

24 hours +1 pp ]_06

1 year 12 pp 10G
Modulation Range +30 pp 106
Modulation Rate DC to 20 kHz
Modulation Sensitivity -10 pp M/V
Modulation Linearity +5%

Output Power
Temperature Range

TTL compatible
=20°C fo +70°C

Temp. Frequency Stahility =1 ppm
Stabilization Time 1 second
Input Voltage +12 VDC 1%
Input Power 120 mW

Size 2" x 2" x (8"
Weight 4 oz.

Although the configuration shown in Figure 2~38 is programmabie, the code
code generator implementation for transponders will use hard wired feedback con-
nections. This mechanization conserves power and besides with 7776 codes being
available, there will always be more than a sufficient number of PN codes to prevent

overlap use of codes.,

The epoch set initializes the SR's to an all ones vector state to start the
PN sequence generation. On the uplink, it occurs in synchronism with the end of the
frequency hopping sequence. The master clock drives one SR and its inverse drives
the other SR. The SR outputs are thus phase shifted by 180° with respect to one
another. This then prevents the phase of the carrier from changing by 180°, Carrier

phase changes are restricted to 90° jumps.

For the return only mode the PN code of the transmitter will be shortened
to provide return link acquisition without the aid of a forward link within 10 seconds.

The code length selected for this mode is as follows:
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Table 2-11,

Reference Oscillator Specification

Frequency

Frequency Stability
1 second
1 hour
24 hours

1 year

Output Power
Temperature Range

9, 53125 Mliz

+1 pp 10
+1 pp 10
+2 pp 10

cy G0 oo W

+2 pp 10

TTL compatible

-20°C to +70°C

Temp. Frequency Stability +1 ppm
Stabilization Time 1 second
Input Voltage +12 VDC 21%
Input Power 120 mW
Size ' 2" x 2" x . 8"
Weight 4 oz,
1 = 3 KHZ
= IMHZ * gef, + 3. 0771994 MHZ (HOP CLK)
% F, = 9.53125 MHZ
+ 1024 =3 P— = 10HZ
(DATA CLK)
= 12 MHZ
CF *83 CF-123 (R.M. CLK]
+ BW=05 + BWw=L0
L - — 3 BPA =345 = 3 MHZ
o £1, 89 BY (CODE GLK)
+ 1196 STEPS>——l + 1 STEPS >——
974-27%0
UNCLASSIFIED
Figure 2-37. Code Tracking Loop 1. P. M.
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Figure 2-38. Modular Shiff Register Generators
Used for Generation of Staggered Quadriphase
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»>25 kbs 213

2.3.2.6 Local Reference Generator

In the M/A transponder, the local reference generator is required to
generate two types of reference signals for proper operation of the transponder. The
reference signals are: (1) frequency hop preamble which is used in the first step of
the forward link synchronizatioﬁ procedure, and (2) SQPN reference which is used
for final PN code acquisition and tracking after frequency hop. - The following fre-

quency hop parameters apply.

Hopping rate = 3 kHz

Frequency spacing = 12 kHz

Code period = 256 hops = PN code period
Bandwidth = 3,072 MHz
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These paramceters suggest the buplementalion of the local veference

generator shown in Figure 2-39.
2.3.2,6.1 Trequency Hop Mode

- The chip rate clock at fc Hz is first divided by 256 and then by a 1/4
cycle per step IPM, yielding a final clock at fc/1024 to the FH code generator under
normal condition (i.e., no FH search pulses), The FH clock is roughly 3.1 kHz,

The FH code is generated by equations 2-41 and 2-42 in paragraph 2. 1.7
and is stored in ROM's. There are 256 binary-words, each of 8-bit long and cor-
responding to the 256 hops, in the FH code. At each FH clock time (i.e., 3.1 kHz
rate), a code word is read from memory and presented to a rate multiplier circuit,
The RM treats each word as an 8=-bit, binary number in 2's complement notation and
converts it to pulse rate. Along with a sign signal which is the MSB of the code word
the pulses are applied to a 3-bit U/D counter whose content is logically decoded to

drive a QPSK modulator to effect frequency hopping.

"FROM SEQ DET
FH SEARCH PULSE

1

10y i¢ : FHEL
CHIF RATE Ya cyCLE/STER 2T e FH CODE
= T -—= 10 PN CODER
fc — 25 IPM GEN I :
8
“SiGN
He B-BIT 2s [ 381
x ComMP. RM | | U/D COUNTER

e

FROM - CODEL —
PN CODER LoGIC
CODE 2 — - _
MODE . Ties e
HIRIPND celect 2 5,
(61, 62! i
: BOCEY | -
P |~ L[OCAL REF
CARRIER — -~ ?“OSDK :

9142807 101, -~ —= EARLY-LATE
UNCLASSIFIED ' ] . LOCAL REF,

Figure 2-39. ILocal Reference Generator
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The RM circuit uses 4 i‘c (roughly 12 MHz) as its refcrence clock, Thus,

for an 8-bit number, the pulse rate, fH’ with sign is:

4fc>
ty = (128 M)

where N = =128, =127, ... 0, ..., 127, (The sequence is pseudorandom, of course,)

At N = =128, the frequency deviation is roughly -1.5 MHz.

To obtain FH synchronization, a seguential sync detector is used to search
for the received FH code. The search step is 1/2 chip per trial and is effected via
the 1/4 cycle per step IPM. Since there are 256 hops in the FH code and since the
hop rate is fc/1024, the TH period is 218/fc, which is exactly that of the PN code.
Thus, when FH sync is achieved, a FHCI can be used to reset the PN coder to start

the next synchronization process.

To implement frequency hopping using 45 degree step IPM, we cmploy
vector addition method rather than the '"divide-and-translate’ or the "'single side
bhand" schemes previously described, This is because, to effect +1.5 MHz frequency
offset, the vector addition technigue uses slower frequency and therefore lower

power, logic elements, The new method is illustrated in the following diagram:

STEPS 1 2 13 4 | 5 6 | 718 |1

974-2781
UNCLASSIFIED

AN T

The T and Q are quadrature carriers whose amplitude are either 1 or 0 and whose
phase are either 0° or 180%, depending on the desired phase shift of I+ Q. To phase
modulate the output carrier by 360°, we simply carry out the addition steps 1 to 8 as
indicated, For -360° modulation, we reverse the order of steps (i,e., 8to 1). In

any case, the stepping rate determines the amount of frequency offset from an unmodu-
lated carrier. Because I and Q are constant-amplitude sinusoids, I +Q will have a
3~dB amplitude variation, - However, this is of no consequence to the frequency

hopping process and is readily eliminated hy passing it through a hard limiter.
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To carry out the veetor addition of | and Q, we use the circuit shown in
Figure 2-40, The balance modulators generatc the Z-phases, 0° and 180°, of the
quadrature carriers which are gated to the summer in accordance with the vector
diagram. In frequency hop mode, C1, C2, G1, and G2 are logical functions of a

3-bit U/D counter's content which represents the 8 addition steps. That is,

c1 - 1 for steps 1, 2, 8-
0 otherwise
C2 {1 for steps 2, 3, 4
0 otherwise
a1 _ {1 (open switch) for steps 3, 7
0 {close swiich) otherwise
G2 . {1 {open switch) for steps 1, 5
0 {close switch) otherwise.

2.3.2.6.2 PN Mode

After FH synchronization has been achieved, the transponder enters PN

mode.

In PN mode, G1 and G2 are set to '""0" (i.e., switches in the QPSK modu-
lator are closed continually), and C1 and C2 are simply the two PN codes from the

coder, The circuit in Figure 2-40 then operates as a conventional QPSK rnodulatér.

Tor the bogey reference signal, the C1 and C2 codes are the on-time
codes. To generate the early-late reference for code tracking, the basic circuit is
still the same QPSK modulator of Figure 2-40, However, the C1 and C2 logic are the
early-late codes of code 1 and code 2, respectively.

&

Gl

e BAL L
MOD
1
CARRIER —-———— ¢
_ Moo,
SUM LmiTER = OO0
on°
0 SHIFT 2
BAL
) L MoD ———of‘To—}
62 —-
9782782
UNCLASSITIED

Figure 2-40. QPSK Modulator for FH and PN
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For staggered quadriphase, code 1 and code 2 are phase shifted by 1/2
chip, relative to each other. The C1 and C2 logic remain unchanged, Figure 2-41
shows that SQPN is generated by summing two biphase modulated carriers. The car-
rier phases are in quadrature, and the two modulating PN sequences are displaced
by 1/2 chip with respect to each other. Also shown in the same figure are pertinent
waveforms illustrating the phase shift characteristics of SQPSK, i.e., the resultant

phase rotation can only be 0 or /2 during any code chip transition,

2.3.2,7 Baseband Demodulator

A detailed description of the baseband demodulator for the multiple access
user transponder is described in this report, The major functions of the baseband

demodulateor include:

Costas Loop
Sequential Sync Detector
Syne Verification and AGC

Data Processor

Convolutional Decoder (Optional)

Interconnections between these major functions are illustrated by a block diagram of
the baseband processor shown in Figure 2-42, Values for the major parameters are

presented including bandwidths, time constants and center fretluencies.
2,3.2.7.1 Costas Demodulator

Biphase shift keyed data is demodulated from the third IF at 0.5957 MHz
with a Costas loop. This loop operates in conjunction with a 9.53125 MHz VCo.
The divide-by 16 chain provides the carrier in-phase and quadrature references for
the loop. The side integratbrs are simple RC lowpass filters which have their corner
frequency set to the data rate. The loop has a second order response with a two-sided
noise bandwidth of 33 He,

When PN sync is detected the VCO is swept over the frequency uncertainty
range of 700 Hz at the rate of:

Sweep rate = 2w fnz =600 Hz

until phase lock is obtained. After acquisition the Costas loop is designed to track

over the full +55 kHz doppler uncertainty region.
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Figure.2-41, SQPN Limits Instantaneous Phase Shifts to 90%

If operation with STDN is desired, the Costas loop can be commanded to
function as a phase locked loop (PLL) by disabling the I channel input to the third
multiplier, Once phase lock to a pilot carrier is achieved, the STDN tones can be

demodulated from the wideband I channel.

The theory of operation for a Costas demodulator is presented as follows
and its associated block diagram is shown in Figure 2-43, The input signal to the

demodulator is a biphase modulated signal whose analytical expression is:
Demodulator Input = Cos (uct + 9);

where w, is the IT ecarrier frequency and © is the biphase data modulation where 8 is

gither 0° or 180°, The output of the carricr voltage-controlled oscillator is:
Carrier VCO = cos (wct +w ) Oor —Cos (uct +a);

where o is a small assumed phase error in theAtracking loop. One property of this
type of tracking loop is that it can lock up in either of two stable states: One inphase

and the other 180° out-of-phase with the incoming suppressed carrier, Thus, the
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Figure 2-42, Baseband Demodulator for the M/A Transponder
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Figure 2-43. Synchronous Demodulator, Simplified Block Diagram

expression for the carrier VCO may either be cos (mct + @) Oor —cos (uct +a). The
output of the carrier in—-phase detector (X_I) after appropriate filtering by lowpass
filter No., 1 is:

cos (#+89) = *cos a,
Similarly, the output of the carrier quadrature detector (XQ) becomes:
sin (@ +8) = +sin a.
The outputs of the two detectors are thén multiplicd in the carrier error
detector as shown with a resultant output of;

sin 2 e which for small phase errors = 2

This répresents a DC error signal and is applied to the carrier VCO via the carrier
loop filter. Tor small phase errors: cosa = 1, this expression simplifies to 1.
The output of the carrier inphase detector, after filtering, is thus seen to be the

baseband information (or its complement if the VCO is at —cos (wc +a),
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2,4,2.7.2 Scquential Syne Detector

A functional elenient of major importance which was incorporated as part
of the baseband demodulator design is the sequential sync detector. The major func-

tional elements of this detector were shown in Figure 2-42.

A predetection filter with a bandwidth of 3000 Hz at baseband (5 parallel
700 Hz filters) conditions the signal. Next, the full - wave rectifier and low-pass
filter develop a measure of the total power {(noise or signal plus noise) in the 700 Hz
bandwidth of the filter. Before code synchronization is achieved the output voltage
from the low-pass filter is proportional to the measured noise power and its magni-
tude is less than the bias voltage Vi, This causes the output of the integrator to
ramp downward in the negative direction from zero until its magnitude exceeds that
of the threshold voltage +VD. The threshold detector output voltage which is nor-
mally at zero volts, now changes to +5 volts indicating a dismissal of PN code or hop
sync. The positive change in the detector's output-voltage level initiates a sequence

of search pulses with an average rate of 240 - 1/2 chip or hop steps per second.

When code correlation is finally achieved, a signal appears in the
intermediate~-frequency increaseing the total power to the full-wave rectifier by 6 dB.
The magnitude of the voltage becomes larger than the bias voltage so that the inte-
grator output now grows positive, As a result, the threshold detector remains dor-

mant and search pulses are no longer generated.
2.3.2,7.3 Sync Verification and AGC

Preliminary sync (J) is indicated when no search pulses occur for an
interval of six 1/2 chip search pulse intervals = 20 mS) and phase lock has not
occurred., During acquisition, when the first time J oceurs, frequency hop stops
and a PN search ig initiated. The second time J occurs, 3000 Hz frequency sweep

is initiated until the Costas loop locks.

Phase lock or sync verification (K) is obtained from:

K =12-Q2

This signal is filtecred by a 5 Hz low pass filter and drives a Schmitt trigger, When
the PLL acquires, a DC level is generated by 12 - Qz which in turn triggers the ST,

An AGC signal is obtained by integrating the rectified I channel, Prior to
phase lock, an AGC voltage is developed from rectificd noise, After lock, an AGC

signal is developed from the I channel signal (data is removed by rectification) which
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is proportional to the signal level, This AGC signal is applicd to the second IF
amplifier. The AGC loop holds the signal into the Costas to within 1 dB over the
30 dB dynamic range of the RF signal. The AGC loop has a gain of 30 dB/1 dB and

a time constant of approximately 0.5 seconds.
2,3.2.7.4 Data Processing

Command data is extracted from the I channel of the Costas demodulator.
Analog data from the éynchronous demodulator is processed through a matched filter,
Since the data clock ig derived from the "all ones' vector of the PN coder during PN
synchronization, it is phase coherent and is used {o clock an integrate and discharge
filter, which implements this matched filter. The data from the synchronous demodu-
lator drives a linear integrator. The integrator is dumped by a very narrow pulse
(< 1 ps) at the end of each bit time by the local data clock, |

Just prior to the dump, a zero level comparator, which translates the
integrator voltage into standard logic levels, monitors the integrated data signal.
The coniparator output is clocked into a flip-flop and drives an exclusive OR gate,
which differentially decodes the data. At the beginning of the dump pulse, the output
of the exclusive OR indicates whether two adjacent received bits are alike or different;
a logical "0" is decoded if they are alike and a logical "1" is decoded if théy are
different,

STDN tones may be extracted from the wideband output (500 kHz) of the
third IF by mixing with I channel of the Costas loop modified to function as a PLL.
Subsequently, a low pass amplifier filters and level converts these tones for applica-
tion to the phase modulator in the transmitter section of the transponder,

2.3.3 SIZE, WEIGHT AND POWER

Major functions of the Multiple Access User Transponder have been
apportioned into 14 major assemblies, The basis for these groupings is: (1) com-
monality of component type (i.e., RF, analog or digital), (2) construction techniques
(i.e., shielded assemblies for RF functions, isolation of high impedance anzlog cir-
cuits and multilayer PC boards with ground and voltages planes for digitél cireuits), |

(3) minimum interassembly wiring, and (4) circuit area. requirements,

Anticipated power, weight and size requirements for the major assemblies
of the M/A transponder are presented in Table 2-12, All assemblies have been cate—

gorized as conventional narrowband assemblies or PN assemblies for purposes-of
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Table 2~12, M/A Transponder Power, Weight and Size

Modules Dower (watts) | Weight (oz.) | Size (in.s}
Narrowband Transponder

RF Down Converter 1 16 24
IF Chain 1.5 12 24
Synthesizer No. 1 2,0 10 24
Synthesizer No, 2 1.5 10 24
Demodulator 2 10 24
Sync¢ Monitor D 6 12
Controller 1.5 12
Transmitter (100 mW) 2 24 36
Post Regulator 3 24 36
Chassis - 72 _72

Subtotal 15 190 288

Pseudonoise Assemblies

IPM 2 10 24
PN Coder 6 12
Local Reference 1.5 ] 12
Modulutor 1 12 24

Subtotal 6 34 72
TOTAL 21 224 360

comparison with existing transponders, In providing these estimates, 1977 technology
was assumed and low power logic, standard LSI circuits and second source compo-

nents were used to the maximum extent.

In summary, the M/A Transponder will require approximately 21 watts
of power (assuming a 100 mW transmitter), weigh on the order of 14 Ibs,, and occupy

360 cubic inches in a 5" x 6" x 12" configuration.

2,3.3.1 Size

The length and width dimensions of each assembly are 4,5" x 6" with a
useful circuit area of 24 square inches. The height dimension varies from 0.5" for
logic boards to 1" for analog and RT assemblies to 1, 5" for transmitter and power

supply assemblies, N
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_ The physical conliguration of the transpondc}' is cnvisioned as a tray of
fixed-nmount assemblics supported by a pair of rigid walls, IEstimated dimensions for
the transponder are 5" x 6" x 12" with 288 in.3 of the 360 in.3 apportioned to the

narrowband functions and 72 in. 3 to the PN functions,
2.3.3.2 Weight

The estimated weight for the various assemblies is itemized in Table 2-12,
In general, logic assemblies are lightér than analog assemblies and much lighter than
"camned' RF assemblies. The heaviest item in the transponder is the chassis at
4.5 1bs, The sccond heaviest items are the power supply and transmitter modules at
1.5 lbs. each, In summary, the transponder weight is estimated at 14 lbs, with 20%_

of this total appropriated for PN functions.
2,3.3.3 Power

Power estimates for the receiver, transmitter, and PN functions are 14,
2, and 7 watts, respectively., The largest variation in these values for potential
users lies in the transmitter, since the EIRP requirements vary over a range of 30 dB.

For purposes of an estimate, a 100 mW watt transmitter requirement was assumed,"

Variation in power supply requirements from satellite to satellite also
poses somewhat of a problem in estimating power requirements for the transponder.
For this estimate, power supply regulation was assumed for all receiver and PN

functions with an average operating efficiency of 80%.

Low power Schottky logic was assumed for digital circuits, since the
highest clock rate is 12 MHz (rate multiplier), Use of a TCVCO eliminates the need

for an ovenized oscillator, thereby reducing power.

2,3,3.4 Transponder Comparisons

Table 2-13 compares the critical parameters of three satellite trans-
ponders: 1)the Apolio Type Transponder, 2) TDRSS Transponder, and 3) Motorola
"M" series., The TDRSS transponder lies between the other two transponders with
respect to power, weight and size., Size/Power and Size/Weight ratios for all three
models are close, Keep in mind that the TDRSS transponder contains the additional
functions for a pseudonoise mode of operation and has a tracking threshold of -145

dBm requiring additional IF gain.
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Table 2-13. Transponder Comparisons

Size/ Size/

Transponder Power Weight Size Power Weight Notes
Apollo Type 25 watts 24tos., | 624in.® | 25 26 | cludes
Transponder Redundancy

PA = 100 mW
TDRSS Includes PN
Transponder Functions
. .3 PA =100 mW
- NB Functions | 15 watts 11 1lbs, 270 1n.3 -145 dBm
~ PN Functions 8 3 90 in. threshold
Total 23 watts 14tbs. | 360in.> | 16 25
Motorola "M" 6.5watts | 6Ms, | 120m.° ] 18 20 |PA=10mw
Series
Transponder

2.3.4

FORWARD LINK

FH Acquisition:

G

u

Pa

Acg. Time

PN Acquisition:

G
u

Acq. Time

Data Demodulation:

Eb/NO
BER

RETURN LINK

PN Acquisition:

EIRP
Acg. Time

~6 dB
. 97 (five passes)

12 seconds

-6 dBW

8 seconds (average)

12,5 dB

107°

7T dBW

15 seconds (average)
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- Data Demodulation:

BER
BER (with encoding)

RETURN ONLY LINK

PN Acquisition:

Data Rate
Acg. Time
Data Rate
Acg. Time
Data Rate
Acg. Time

TWO-WAY RANGE

Return Link EIRP
Forward Link Gu
Data Rate

Error (1a)

TWO-WAY RANGE RATE

Return Link EIRP
Forward Link Gu

Error (1o)

-5 . B
10 " at hb/NO =12,5 dB

_5 _
10 “ at Eb/No =7.5dB

> 16 kbs

.< 10 seconds, average

16~4 kbs
2,5-10 seconds, average
4-1 kbs

2.5-10 seconds, average

7 dBW

-6 dB

100 bps (forward)
300 bps (return)

» 8 meters

7 dBW
-6 dB
.2 cm/sec (sec ave)

.02 cm/sec (10 sec ave)
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2.4 OPERATIONAL PROCEDURES

2.4.1 FORWARD LINK

The acquisition sequence on a forward link of the mulitple access service

is as follows:
1. Ground station directs a transmit beam from TDRS to user,

2. Inserts user address which selects preamhble hopping code and the
subsequent PN code to be transmitted.
3. Inserts a priori range rate information (doppler estimate plus

estimate of salellite VCO offsct due to long term drift).

4.  Transmit I'H preamble for 12 seconds, synchronously switches to
PN mode and then informs ground user that uscr satellite will, on the average, be
ready to receive command data within § seconds. (Ground user has option to hegin
sending repetitive command data immediately. Also, if return link has been previously
established, indication of PN acquisition at user could be relayed back on the return
link,)

. Meanwhile, satellite receiver, upon acquiring FH signal, synchro-
nously switches to PN mode and begins a PN search, acquires and subsequently

establishes a PN track mode.
6. Ground station transmits command data.
2.4.2 RETURN LINK

The acquisition sequence on a return link of a multiple access service is

as follows:

1. User receives a command message; (a) I command message does
not request a return link response, no return mode occurs. (A return link may already
be established.) (b) If the command message requests a coherent transpond mode, all
transmit frequencies are synthesized from the receiver VCO. (c) If the command
message requests a noncoherent return mode, all transmit frequencies are synthe-

sized from a fixed frequency reference oscillator,

2. The return link transmit PN coder is synchronized to the receiver PN

code and, if applicable, the return link antenna is pointed and a PN transmission begins,
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3. AGIPA is supplied with pointing information for initial acquisition.
Meanwhile, the ground receiver gets a range and range rate estimate and begins a
PN search (range-rate values for a noncoherent return link are approximately one-

half coherent return link estimates).

4, When PN acquisition is accomplished, a two way range and range

rate measurement is made in a coherent transpond mode.

[d
5. When the R&R measurement is complete or in a noncoherent return

mode, a command word is sent to the user to begin a telemetry data dump.

6. Upon loss of lock, the receiver performs a 50 second auto search
about the point of loss of lock. If reacquisition fails, it reverts back to a standby
maode,

2.4.3  RETURNONLY LINK

1. Upon satellite request, a shortened PN sequence is transmitted for

a sufficient time to acquire the return link recciver.

2, Ground receiver is instructed to use short PN sequence and gets a

range rate estimate for arriving signal.
3. Receiver does a continuous search until it acquires the PN signal.
4. Receiver acquires data bit syne and demodulates data,
5, User performs a telemetry data dump ‘}ia the return link.

6. Upon loss of lock, the receiver reverts back to a PN search mode.
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2.5 MULTIPLE ACCESS USER TRANSPONDER EQUIPMENT SPECIFICATIONS

This section presents a summary of the major M/A user transponder

equipment specifications. Major categories include:

Modes of Operation

Receiver Precorrelation Channel
Frequency Hop Preamble

PN Demodulation

Carrier Acquisition and Tracking

Command Data Demodulation

Transmit Channel
2.5.1 MODES OF OPERATION

Coherent Transpond
Forward Link Only
Return Link Only
Clear Mode (Optional)

Acquisition Retrace (Optional)

2.5.2 RECEIVER PRECORRELATION CHANNEL
Center Frequency 2106. 40625 MHz
Noise Figure 2,95 dB max
Bandwidth (3 dB) 5 MHz min (at 2nd IF)
VSWR 1.5:1 over to +2.25 MHz
Phase Response Linear to within +5° over to #1,75 MHz
Amplitude Response Flat to within 1/2 dB over to =1, 74 MHz
Dynamic Signal Range 40 dB
Maximum Signal and Noise -130 dBW
Minimum Signal -180 dBW
2.5.3 FREQUENCY HOP PREAMBLE
TH Code:
Type Pgeudorandom, coherent frequency hop
Code Generation Primitive root
Code Period 256
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2.5.4

Hop Rate

Spacing
Repetition Interval

Local Reference:
Bandwidth (3 dB)
Phase Response
Amplitude Response

Implementation
Technique

Spurious Responses

Acquisition:
Signal Bandwidth
Signal Detector
Detection Bandwidth

Signal Integration-
Interval

Search Rate

Frequency Unceﬁainty

FH Losses:
Discrete' Phase Loss
Doppler Offset
Other

PN DEMODULATION

PN Code:
Type
Caode Family
Code Period
PN Chip Rate
Repetition Interval

Local Reference:
Bandwidth (3 dB)
Phase Response
Amplitude Response

Carrier Suppression

3,006 kHz
12,023 kHz
85.172 mS

5 MHz

Linear to within +5° over to +1,75 MHz
Flat to within 1/2 dB over to £1, 75 MHz
Discrete 45° phase stepping

20 dB down outside to +3 MHz

3.078 MHz
Sequential Detector
3 kHz

6 mS

120 hops/sec average

700 Hz nominal, 3000 Hz maximum

0.7 dB

0.8 dB (700 Hz)

0.5 dB

SQPN - Staggered Quadriphase Pseudonoise

Maximal code pairs augmented by one chip

218

3,078 MHz

85,172 mS

5 MHz

Linear to within +5° over to 21.75 MHz
Flat two within 1/2 dB over to #1.75 MHz
50 dB or greater
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2, 5.

Code Loop:

Dither Tq=.5 chip
Track Resolution 1/96 chip
Order 1st
Bandwidth (BL) 0.1 Hz
Dynamics Aiding From carrier loop
Acaquisition:
Search Steps : 1/2 chip
Search Rate 120 chips/sec (average)
Signal Detector Sequential Detector
Detector Bandwidth 3 kHz
Frequency Uncertainty 700 Hz nominal, 3000 Hz maximum
Time Uncertainty 1000 PN chips
PN losses:
Bandwidth Negligible
Channel Distortion 7T dB
Imperfect Tracking .3 dB

CARRIER ACQUISITION AND TRACKING

Type of Loop Costas/PLL
Loop Order 2nd
Loop Bandwidth (BL) 32 Hz
Damping Factor . 707
Frequency Offset
Acquisition =3 kHz
Tracking +60 kHz
Incidental FM 6° RMS in 10 Hz with good §/N, maximum

Carrier Tracking Losses:

Incidental FM .2 dB
Non-linearities .5 dB at threshold
AGC Noise . 3 dB at threshold

COMMAND DATA DEMODULATION

Demodulator Costas Loop
Fixed Data Rate 94, 188, 376 or 752 bps (user selected)
Data Processing Integrate and dump
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I)uin Decoding Differential
Data Clock Derived from PN code
Data Interface ' TTL

Implementation Losses:

Carrier Reference at 1 dB at 100 bps

threshold
Non-linearity .3 dB
Bandlimiting .2dB

TRANSMIT CHANNEL

Transmitter:
Type Solid State Class C
Center Frequency 2287.5 MHz
Bandwidth (3 dB) 30 MHz nominal
Amplitude Response Flat to within 1/2 dB over 70% of 3 dB
bandwidth
Phase Response Linear to within =5° over 70% of 3 dB
bandwidth
Modulator:
Modulation SQFPN
Code Family Maximal code pairs augmented by one chip
PN Chip Rate 3.078 MIz
Code Length
18

Transpond Mode 2

Return Only Mode 211 for bit rate of 1-4 kbs
213 for bit rate of 4-16 kbs
2

515 .
for bit rates > 16 kbs

Bandwidth 5 MHz

Filter Type Butterworth, 4-pole

Carrier Suppression 30 dB or greater

Spurious Responses 20 dB down outside of +3 MHz
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Telemetry Data:
Modulation

Rate
Clock
External Interface
Encoding
Type
Constraint Length
Rate

Encoding
Type

Biphase data modulo~two added to both codes
of the maximal pair, Alternate of two data
streams modulo-two added to individual
codes (see Appendix XVI),

1 kbs-50 kbs

Asynchronous, user supplied

TTL compatible

Convolutional

7
1/2

Differential
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SECTION 3
S-BAND SINGLE ACCESS SERVICE

The S-band single access system has much in common with the multiple
access system, but it represents an easier design problem beéause of the greater
EIRP transmitted by TDRS. Also, there is a single signal on the return link. The
multiple access system design has been adapted by modifying parameters to fit the

S-band single access system,

The most significant difference is that the return link can convey telem-
etry data up to 5 Mbps, which is non spread. However, at lower data rates, spread
spéctrum is necessary for purposes of ranging and multipath discrimination (if the
user transmits on the return link from an omni antenna)., A method of spread spec-

trum ranging when a high data rate is transmitted must be available also.

Since the digital rates are reasonable, the design for the return link
assumes serial data on a single carrier. Because the TDRS transponding channel for
the S-band single access is not hard limiting, the alternative of transmitting data on
paraliel carricrs could be employed instead, This is discussed later in Section 4.1.1.2
as a possibility for Ku-band single access, and the problem of computing requisite

backoff from hard limiting is similar for S-band.

3.1 MODULATION TRADEOFFS

The design of the S band single access system is based on requirements
very similar to the multiple access system, except that multiple access on the return
link is not a consideration. Thus, the design for single access is basically a devia-

tion from the multiple access design approach described in Section 2.

The S-band single access system requires the us‘er to operate in a
coherent turnaround transponding mode. Because of the high EIRP from the TDRS,
a wider bandwidth spread spectrum is required to meel the flux density limitation
compared to the multiple access system. The frequency plan calls for 10 MHz
bandwidth on the return link, SQPN with a chip rate up to 6.7 Mbps would
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then have a negligible loss due to the finite bandwidth of the channel. A chip rate
of approximately 6 Mbps is assumed to gatisfy flux density limitations; which calls
for spreading over 13 MHz for EIRP = 44,4 dBw from the TDRS. '

Not including 2.5 dB for demodulation loss and PN loss, the NASA
link budget yields a received S/N0 in the user of 41.7 dB-Hz for a user antenna
gain Gu = =6 dB on the forward link. Following the ground rule that the code
period should exceed the maximum multipath delay which could be 33 milliseconds
for a maximum user altitude of 5,000 Km, a PN code must have a period of at
least 200, 000 bits to insure multipath discrimination. Based on E/No = 13 dB
(see Appendix III), the search rate would be 700 chips/sec, and the acquisition

time on the forward link would be 300 seconds. This is unacceptable.
3.1.1 DESIGN OF FORWARD LINK SIGNAL

The frequency hop preamble approach introduced to aid acquisition in
the multiple access system is a good solution here also. The parameters of the

S-band single access link suggest:
Hopping rate = 6 kHz
Frequency spacing = 12 kHz
Code period = 512 hops = 85.3 milliseconds
Bandwidth = 6.144 MHz (equals chip rate* of SQPN)

The code period exceeds twice the maximum multipath delay, and the range ambiguity
is 12,800 Km,

After the preamble has been transmitted for a long enough interval to
insure acquisition, the forward link signal is switched to SQPN with a code period
of 85.3 milliseconds and a PN chip rate of 6.144 MHz. The code period is 219 =

524288 chips. The acquisition procedure on the forward link is as follows:

1. Point TDRS antenna towards user.

*The precise chip rate is selected later, and will be dependent on a detailed

design study of frequency synthesis and intermodulation considerations. The
nominal value is 6 Mhps,
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2. Insert user address, selecting the preamble hopping code and
the subsequent PN code to be transmitted.

3. Insert a priori range rate information (see discussion subsequently)
info the transmitter,

4, Wait a sufficient time for acquisition of the preamble to be completed
by the user receiver (at which point the user switches to the long
period PN code and again searches for acquisition).

5. Switch to long period PN code in the ground transmitter and wait

a sufficient time for user receiver acquisition again.

6. Define data bit timing and send a command to start transmitting on the
return link. This return transmission is the final confirmation
of user receiver acquisition.

3.1.2 ACQUISITION TIME ON FORWARD LINK

We now estimate the acquisition time on the forward link, A loss* of
approximately 3 dB will be attributed to the digital implementation of frequency
hopping as 90° phase step.s. The received S/No ie 41.7 dB-Hz for Gu = -6 dB.
Thus, with the FH preamble, implementation reduces the effective S/N0 to about
39 dB~Hz., If the receiver covers the full Doppler of +55 kHz with coherent
processing by a Doppler processor extended over one frequency hop interval of
167 microseconds, Figure 10 of Appendix III shows that the search rate for .
probaﬁility of detection = . 8 is approximately 125 chips/sec based on E/NO =18 dB.
Since the preamble has 512 chips, this acquisition step takes 4 seconds. Note that

Eb/No = E/NO - 16.7 dB = 1.3 dB. which is realized with 6 khps hopping rate and
S/N0 = 39 dB-Hz.

As noted for the multiple access system also, observe that a preamble

approach based on a short PN code of 6 Mbips chip rate would be unsatisfactory,

*In the multiple access syslem, the lower chip rate enables implementation of an
8-step IPM which has a very small loss due to the smaller phase steps. Here, we
will use the SQPN modulator as equivalent to a 4-step IPM. The rate multiplier
described in Section 2.1.1. 3 to generate FH by discréte 90° phase steps is required
lo operate at a clock of 12 Mbps, for 6 MHz spread.
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gince the code Doppler could be as high as 156 chips /sec, which exceeds the

attainable search rate.

If a priori range rate information is inserted into the ground transmitter,
we improve the acquisition performance and simplify the user receiver by
eliminating the Doppler processor. The Doppler uncertainty is +700 Hz for a '
range rate uncertainty of +100 m/sec. Now, the search rate can be 400 chips/sec,
based on E/No = 13 dB (see Figure 5 of Appendix I1I), and this acquisition step
takes 1.3 seconds. (Also, a short PN code preamble could now be used ag an
alternative to FH, since the code Doppler uncertainty is 2 chips /sec.) Note that
a correction to the two-way range rate measurement will be necessary as a

consequence of the offset transmit frequency.

When acquisition is detected with the FH preamble, the time uncertainty
is one FH chip, which is 167 microseconds, or 1000 PN chips. Since S/N0 =41,7
dB-Hz for PN acquisition, the search rate is 740 chips/sec, based on E /N0 = 13 dB,
and this acquisition step takes 1.3 seconds. The total acquisition time is 5.3 seconds
without range rate insertion into the ground transmitter and 2.6 seconds with range
rate insertion.

3.1.3 DESIGN OF RETURN LINK SIGNAL

The return link of the S-band single access system handles data rates
from about 1 kbps up to about 5 Mbps. Spread spectrum is to be used for enabling
a two-way range measurement al low data rates; however, accurate range information
in principle, can be obtained with a conventional PSK demodulator from the hit
synchronizer tracking the data clock at high data rates. In practice, there remains
the problem of implementing a frame synchronizer to meet the range ambiguity goal

if range is to be obtained via the data clock.

At low data rates on the return link, we recommend SQPN at 6,144
Mbps chip rate with a code period 219 chips, identical with the forward link and
giving a range ambiguity of 12,800 Km. If the minimum user EIRP is 7 dBw
(L0 watts with Gu = -3 dB), the received S/NO (not including 1.5 dB demodulation

loss) is S/NO = 44,2 dB-Hz. The a priori range uncertainty is +50 Km, and after
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coherent turnaround the range uncertainty is 4,000 PN chips and the Doppler
uncertainty is +1400 Hz, Based on E/N =13 dB, the search rate is 1300 ChlpS/bEC

and this acquisition requires 3 seconds.

At low data rates, the data can he supplied asynchronously to the user
transmitter, which imposes need for a bit synchronizer in the spread spectrum
receiver, This has no impact on the range measurement, which is taken from the

PN delay lock tracking loop,

If PN is not used on the return link at high data rates, the data must be
supplied synchronously to the user transmitter if a two-way range measurement is
to be performed entirely on the ground, To receive and demodulate the data, the
ground receiver uses a conventional PSK demodulator. - The problem still remains -
of establishing frame synchronization over a span exceeding the range ambiguity
goal, A solution to this problem is to acquire PN synchronization prior to data
transmission and then track the data clock, which is coherent to the PN clock,
thereafter. At high data rates, the bit synchronizer will have a negligible proability
of slipping, so that the range ambiguity resolution initially done by PN stays valid

during subsequent data transmission.

The question is raised as to the demarkation between "low data rate"
and "high data rate. The answer is dependent on detailed hafdware implementation
studies, but the upper limit of "low data rate" is believed to be about 10 percent of
the PN chip rate. The implication is that the ground receiver is implemented as a
spread spectrum demodulator when the data rate is low, and as a PSK demodulator

for a high data rate.

An alternate concept is to have a separate PN seignal added to the high
data rate PSK signal for the purpose of two-way ranging. The advantage is to allow

two-way ranging even when data is supplied asynchronously on the return link,

Because of the coding gain realized thereby, rate -1/2 forward error
correction coding is to be used at all data vates. At 6 Mbps, this raises the problem
that the binary transmission rate is doubled to 12 Mbps, which is excessive for

the 10 MHz channel bandwidth on the return link. An answer lo this problem is
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to require staggered quadriphase (SQPSK) data modulation at all coded data rates
exceeding 3 Mbps. Note that the SQPN modulation at a chip rate of 6 Mbps is -
identical in structure with SQPSK at 12 Mbps; hence, the SQPN modulator in the
user transmitter can handle all data rates, either biphase or quadriphase, without
modificaticn.

3.1.4 FUNCTIONAL DESCRIPTION OF S-BAND SINGLE ACCESS
MODULATION EQUIPMENT
The user transponder equipment for PN operation is almost identical
with that described in Section 2.1.6 for the multiple access system. The FH code
period is now 29 and the PN code period is 219. Alsgo, the chip rate has been doubled
to 6 Mbps for SQPN and 6 Khps for the FH preamble. Hence, the functional block
diagrams are not repeated here.

3.1.5 RANGE AND RANGE RATE MEASUREMENT ACCURACY

With higher S/N o values and a higher PN chip rate, the range and range
rate measurement accuracies will be theoretically better than compuled for the

multiple access system. The range error variance is

{code) anr 7
22 - NoPL 3 -1y
chips ] S
for dither tracking of the delay lock loop. On the forward Iink, minimum
S/N_=41.7dB-Hz. For a chip rate of 6 Mbps, a data rate of 1 kbps, Bip = 1 kHz,
and with Bgo de) _ 0.1 Hz {presumses aiding from the carrier tracking loop),
O ange = 0028 chip = 0.14 meter
E®lforwara
link

On the return link for a chip rate of 6 Mbps, a minimum S/N0 of 44,2 dB-Hz, a
data rate of 5 kbps with coding, By = 10 KHz, and B{®°@®) = 0.1 Hz, we obtain

Ura.nge} = ,0026 chip = 0.13 meter
return
link
Thus,
o = 0,1 meter
I'a'n'c’w'a']tw0-way
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This theoretical computation is probably better than can be achieved in practice.

The phase error variance for Costas loop tracking is

N B(carrier)
2 . oL [1+N B../S 3-2)
Orad ~ S o P/l (3-2)

On the uplink with B{*™71°%) = 30 1y at minimum S/N_,

i
1

C hase = ,007 cycie
PRasCle s rward ,
link
On the return link with BE"“”“”} = 300 Hz at minimum S/N_
a = ,019 cycle
pha.se] return
link

Presuming independent errors at the ends of the averaging interval, we obtain

O range rate]m 0.14 cm/sec; 1 second averaging
o~way

0.014 cm/sec; 10 second averaging

This accuracy probably does not improve in practice as the S/N o Increases over -
the minimums.

3.1.6 SUMMARY

The modulation design for the S-band single access sysfem is very
similar to the multiple access system, and meets the requirements. A summary is

given in Table 3-1,
3.1.7 TWO-WAY RANGING WITH CLEAR ASYNCHRONOUS DATA

The user satellite preferably transmits data asvachronously with respect
to the receive PN clock. For low data rates with spread spectrum, this causes no
diffidulty in two~way ranging because the transmit PN can be forced to be synchronous
with the receive PN in the user transponder, and ré.nging is performed via the PN.

At high data rates (say greater than ten perceat of the PN chip rate), data should not
be asynchronous to the PN clock, because there would be excessive performance

degradation due to jitter of the data bit edges when they are reclocked to a PN transition.
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Table 3-1. Summuary of S-Band Single Acvess Sysiem

Forward Link - EIRP = 44,4 dBw

PN chip rate ¥ 6 Mbps (exact value dependent on hardware tradeoffs)

SQPN modulation

Code period = 219 chips

Frequency hop preamble (implemented via digital phase shifting) = 29 chips
Preamble hopping rate = 6 Khps

Data rate = 6000/K bps (synchronous biphase differential data) down to 100 bps

Acquigition time (Gu = -6 dB); probability = 0. 8
with Doppler estimate inserted into transmitter & 3 seconds
with Doppler processor in user receiver 5 geconds

Return Link
PN chip rate = § Mbps
SQPN modulation
Code period = 219 chips
Two-way range ambiguity = 12, 800 Km

Data rate, asynchronous, 1000 bps to 100 kbps; synchronous, 100 kbps
to 6 Mbps (if two-~way ranging is done)

Error correction coding, rate -1/2, constraint length 7, nonsystematic,

transparent, convoluticnal
Max data rate (6 Mbps) requires quadriphase data if rate -1/2 coded

Acquisition time (user EIRP = 7 dBw); probability = 0, 8 with range and
Doppler estimate inserted into ground receiver = 3 geconds

Two-way range error (10)=0,1m

Two-way range rate error (10) = 0,14 cm/sec; 1 second averaging
= 0,014 em/sec; 10 second averaging
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We now discuss one plausible scheme for accommodating asynchronous
user telemetry data.  This scheme for two-way ringing calls for slaving the clock
on the return link to the user's data clock, which is allowed to be asynchronous to the
PN clock tracking the forward link command signul. Presuming IPM (digital) code
tracking in the user receiver, as described in Section 2. 1.6.6, the user transponder
continuously has a count of the variable displacement between the received clock and
the transmit clock., This displacement is sent to the ground via the order wire,
requiring about 25 bits per transmission. ‘Thus, even at a transmission rate of ten
measurements per second, the.order wire data rate is only 250 bps, which is negligible
compared with a telemetry data rate exceeding 100 kbps. The ground station measures
apparent two-way rangc in the usual manner (e.g., counting the interval from trans-
mission to reception of the "all-ones'™), The user transponder nieasures the interwval
from reception to transmission of the "all-ones", and sends this measurement down

on the order wire to enable the ground station to correct the apparent range.

3.1.7.1 Error Due to User Clock Drift

The question is raised as to the error introduced hy clock error in the
user transponder. The simplest conceptual imple mentation of tﬁe measurement
causes the user transponder to count the time displacement frorﬁ i-eceive to transmil
with its internal clock. The maximum displacement for the S-band single access
design is one PN code period, or 85 milliseconds. Thus, as an illustration, a
clock offset of one part in 1(')6 in the user transponder would introduce a“mﬂaﬂximum‘

measurement crror of 85 nanoseconds, or 13 meters in onc-way range.

Since the user transponder for the S-band single access s‘\;.stem is
coherently turning around Doppler, the possibility exists of correcting the displacement
count made over the measurement interval into units at the receive frequency, whiéh
is not affected by user-clock drift {(since it is locked to the ground transmitter with
a known Doppler offset). All that has to be done is to add the change of the receive
PN code phase which accumulates during the measurement interval implemented by
counting IPM pulses during the interval)., On the ground, the count must then be
corrected for the known Doppler offset at that measurement time, (Note, maximum
change in Doppler over 85 milliseconds is 0,85 m/sec, or 3 x 10_9; hence, the instant
at which Doppler is measured is not critical.) Even simpler, the ground can calibrate

the user clock by correcting the receive frequency for the lkmown Doppler offset.
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3.1.7.2 Order Wire Implementations

One possible order wire implementation bhased on TDM al the PN chip
rate is described in Section 2.1.6., At high return data rates for Lhe single access
gystem, however, this implementation would not be applicable, An alternate and
simple order wire implementation impresses a low~index phase modulation on the
carrier, This phase modulation is a subecarrier which is biphase modulated with
the order wire data. The subcarrier can be extracted from the error signal derived
as part of the standard process of reconstituting a reference phase for coherent PSK
demodulation of the telemetry data {e.g., Costas loop tracking). We presume the
order wire data to be synchronous with the return PN clock.

3.1.7.3 Elimination of Range Ambiguity Due to Bit Slips With Clear Data

If the return link conveys clear data, there is no sure way of detecting
a slip in the bit synchronizer of the ground receiver, after which occurrence
erroneous two-way range measurements are given. As descrihed above, hy
initially transmitting a PN code on the return link, an unambiguous range measure-
ment can be obtained prior to data transmission, and the range ambiguity resclution

remains valid during subsequent clear data transmission unless a bit slip occurs.

On the S-band single access system, error correction coding is
presumed at all data rates. If a PN code is always used on the return link (the PN
clock is synchronized to the user's data clock), a bit slip can be detected by
examination of the metrics in the Viterbi decoder*. A bit slip causes mismatch of
the PN, and this creates an error rate of 0.5. The metrics in the Viterbi decoder
will indicate when such a condition of operation exists.

3.1.7.4 Conclusions

Two-way range measurement is conceptually possible even with high
rate asynchronous data on the return link. This may be done by measuring the
instantaneous displacement between receive code phase and transmit code phase in
the user transponder, and conveying this measurement to the ground via an "order
wire". The ground station then corrects the apparent two-way range {displacement
of transmit and receive code phase at the ground) by this displacement.

*The metrics are examined also to find node synchronization in a Viterbi decoder.

3-10



Noic that coherent two-way range rate measurements are made by the
carrier (racking process using a coherent Doppler turnaround which scales by the
ratio of forward and return link frequencies (210/221 for S-band), and this is

independent of whether return data is synchronous or asynchronous.

3.1.8 MINIMUM POWER FOR TWO-WAY RANGING

3.1.8.1 Introduction

| In the current system operational concept, it is planned to command
Ku band users via an S-band transponder, ind make two-way range and range rate
measurements on the S-band single access system. The user would not have a
Ku band transponder, but only 2 Ku band transmitter to transmit data oa the Ku
band return link. The user would need a Ku band receive capability only for

autotrack to point the antenna towards the TDRS,

In this mode, the user would want to minimize his S-band EIRP, since
no data needs to be transmitted on the S-band return link. In the description of
the S-band single access system in Section 3.1.3, an EIRP of 7 dBW was assumed

on the return link. Now, we wish to assess the consequences of reducing this EIRP,

3.1.8.2 Lower Bound on User EIRP at S-Band For Acquisition

The lower bound on required user EIRP at S-band is set either by the
measurement accuracy requirements or by acquisition time on the return link. To
ascertain which dominates, let us postualate a reduced EIRP, compared with Sec-
tion 3.1.3. Specifically, assume -3 dBW, corresponding to 2 watls and a user
antenna gain of -6 dB (for an omni). This is 10 dB below the assumption in Sec-
tion 3.1.3, and S/N0 = 34.2 dB-Hz for this EIRP value.

The time uncertainty on the return link due to a one-way range estimation.
error of +50 km is 4000 PN chips at a chip rate of 6 Mbps. (The one-way uncertainty
is multiplied by 2 due to coherent transponding.) Similarly, the Doppler uncertainty
due to a range rate estimation error of 100 m/sec is =1400 Hz. Applying Figure 5
of Appendix III, we see that with a single filter of bandwidth equal to about 3 kHz,
fi.e., Eb/No = =0.6 dB at the available S/N),' an acquisition reliability of abbut 0.9
is achieved with E /N0 = 13.2 dB in the time to search one PN chip. For S/NO =
34.2 dB-Hz, this means a search rate of 125 chips/sec, or a total acquisition time
{to search 4000 chips) of 32 seconds. Furthermore, with 1400 Hz frequency offset,
there is a degradation of about 3 dB in the response of the 3 kHz filter, ~Thus, a
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search over the frequency uncertainty will also be necessary (cither in parallel with
a Doppler processor covering a few kilz or by serial search in frequency as well as

time).

Since the goal is to achieve an ucquisition time under 30 seconds, the
conelusion is reached that the minimum EIRP for acquisition should be 0 dBW,
Then, the filter can be widened to 6 KHz, comfortably enclosing the Doppler
uncertainty, and the search rate is doubled to 250 chips/sec. The acquisition time
is then computed to be 16 seconds.

3.1.8.3 Lower Bound on User EIRP For Ranging

Instead of the ground receiver parameters assumed ip Section 3.1.5
(carrier) _

we can utilize a carrier phase lock tracking loop with BL = 5 Hz, limited

by dynamics and phase noise (see Seclion 3.1.1.4). Assume no data is to be trans-

mitted on the S-band return link. The phase error variance for phase lock loop

tracking is

N B(carrier)

or = _(.).....I..“...m (3-3)
rad g

To meet an rms measurement accuracy requirement of 0.6 cm/sec in one-way

range rate for 1 second averaging, or 0.05 cm/sec for 10 second averaging, with

the error introduced almost entirely on the return link at 2.2 GHz, we need Orad ™~

d
0.3 rad. Then, (3-3) yields

minimum for

S/N] = 16.8 dB-Hz; Bg’a”ier) - 5 Hz
range rate

which corresponds to a user EIRP = -20.4 dBW,

To meet an rms measurement accuracy requirement of 2 m in one -way
range, with the error introduced almost entirely on the return link with a chip rate
of 6 Mbps, we need O chips ~ .08 chip. The range error variance (for coherent dither

tracking without data modulation) is

{code)
2 _ NoBL

Ochips = — 8 (3-4)

Again taking B](f ode) 0.1Hz as a j)ractical design (presuming aiding from the
carrier tracking loop), (3-4) yields
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minimum

S/N} . = 11.9 dB-Hz; Bdee) = 0.1Hz
for range

which corresponds to EIRP = -25,3 dBW.

1t is found that the S/N,_ threshold for tracking is dowminated by the

range rate measurement accuracy requirement.
3.1.8.4 Conclusions

If the S-band single access return link is to be used only for two-way
range and range rate measurements through the S-band coherent transponder, with
data returned at Ku band, it is found that the minimum user EIRP =0 dBW to enable

an acceptable acguisition on the return link (~16 seconds).

After acquisition, the user transponder could be commanded to reduce
EIRP to as low as -20 dBW, which is the minimum needed to maintain tracking and
meet the range and range rate measurement accuracies required for two-way

measurements.
3.1.9 TWO-WAY RANGING WITH SEPARATE NON-SPREAD DATA

In addition to data transmission, the S-band single access system is
intended to provide two-way coherent range and range rate information, using spread
spectrum on both the forward (necessary to meet flux density limits) and, if necessary,
on the return link, The return link is to be capable of transmitting data up to about
5 Mbps, and it is operationally preferred that the user supply the data asynchronousty
to the PN clock. One approach for accommodating as_\'nchronOué high rate data is
described in Section 3.1.'7; however, this has the disadvantage of complicating the

user transponder*.

An alternate solution to this problem is now described**, 1t is based on
separate spread spectrum and data signals (data bits and PN chips are not s&nchro-
nous) transmitted by the user in & common band. This is in contrast to-the more
familiar approach used with low data rates of modulating the data on the PN code so

that there is a single signal. .

*The forward link PN is asynchronous to the return link PN and the displacemeﬁt
between the two codes is returned as "order wire' data.

**This solution was suggested by L. Deerkoski of NASA Goddard. It has a
similarity to the Unified S-band System.
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3.1.9.1 Mutual Interference Between Data and PN Ranging

The application of the suggested approach is for a return data rate
exceeding approximately 300 kbps (based on a maximum allowed asynchronous data
rate after rate -1/2 coding equal to roughly ten percent of the PN chip rate when the
data is modulated on the PN signal). From the NASA Goddard Definition Phase Study
Report, the user EIRP must exceed 23 dBW at 300 kbps data rate {(coded).

If there is a PN return signal used only for ranging, Section 3.1.8
shows that a user EIRP of 0 dBW suffices to enable a reasonable ucquisition time
on the return link {about 16 seconds based on a range error of 50 Km and a range
rate error of 100 m/sec), and there is 20 dB margin to the point at which the
specified rms range and range rate measurement accuracy is met (2 m and

.05 ¢m/sec for 10 second averaging).

The suggested approach, then, provides a PN signal at low EIRP
simultaneously with the data signal at a minimum of 23 dBW EIRP (for 300 kbps).
These are in an overlapping spectrum and can be combined at IF and hard limited

for transmission through a class-C power amplifier.

Let us now examine the mutual interference effect for these two signals,
which occupy the same band. Maximum EIRP for the data signal is 35 dBW {at a
data rate of about 5 Mbps, coded), for which the $/N at the TDRS is +5.9 dB in
10 MHz bandwidth. The data signal at maximum EIRP thus raises the total noise
level seen by the PN ground receiver by at most 7.7 dB. At the minimum data
signal EIRP of 23 dBW, the received S/N at the TDRS is -5. 1 dB, which raises
the noise level by at most 1.2 dB. As a consequence of operation with overlapping
spectra, the EIRP of the PN signal should be +1.2 dBW for 23 dBW data signal
and +7.7 dBW for 35 dBW data signal. (This is 0 dBW plus the increase in noise
level due to the data signal.) It may be concluded that the PN signal will be at
least 22 dB below the data signal over the range of data rates, 300 kbps to 5 Mbps.

If the weak PN signal and the strong data signal are hard limited after
combining at IF, there is a 3rd order intermodulation product at the same level as
the PN*. This i . _ . .

his intermodulation product, of the form Zfdata fPN” is the only

*Hard lim_iting' suppresses the PN by 6 dB, but this ean be compensated by adjusting
the relative levels prior tolimiting soas to produce the desired ratio atter limiting,
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significant product, and it has a reversed PN spectrum. Thus, if the PN is
quadriphase as has been recommended, no correlation exists between the desired
PN and the intermodulation product. The total interference presented to the data
signal is at least 19 dB down. Since the TDRS to ground link is designed for

S/N = 14 dB, according to the NASA Goddard Definition Phase Study Report, the

separate PN ranging signal causes negligible degradation fo the data.
3.1.9.2 Conclusions

The operational concept of having a PN ranging signal separate from
the data signal on the return link turns out to give acceptable system performance
in all cases of interest, Applied to the S-band single access link, this scheme
would be erﬁplqyed for data rates exceeding 300 kbps* so as to accommodate
asynchronous user data without affecting the capability to obtain accurate two-way
range and range ratc measurements. The grOund h‘as separate and independent

receivers, one for the PN ranging signal, the other for the PSK data signal.

The data signal and the PN signal can have overlapping spectra without
excessive degradation to the data. (The EIRP of the PN signal is increased so as to
compensate for the jamming by the data signal, bﬁt this EIRP is still much smaller
than that of the data signal.) The user transmitter can simply hard limit after
combining the two signals at IF. ' '

*Fbr iower data rates, the asynchronous data can be modulated on the PN signal,
which has 6 Mbps chip rate,
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3.2 AUTOTRACK ANALYSIS

S-band single access service may impose an autotrack requirement on
the user. Such a requirement ariscs if the user has no other means of aiming his
B-band antenna {o keep the pointing loss below -0.5 dB. Such means would include

on-board navigation computation or autotrack for Ku-band service.

The TDRS, on the other hand, will be able to point its single access
S-band antenna accurately enough by ground station command, No TDRS autotrack is

required for 5-band single nccess service,

This section presents the design and analysis of un autotrack system for
an S-band single access user who has no Ku~band communication capability. It is
assumed that the uscr has sufficient a priori knowledge to steer his S-band beam
within its 3 dB points toward the TDRS, This places the pointing error within the
autotrack range, whence the autotrack system must adjust the pointing angle to

reduce the pointing loss to less than 0.5 dB.

The S-band transmission from the TDRS is assumed to emanate with an
EIRP of 44. 4 dBW, It is assumed to be spread over a 13, 2 MHz bandwidth to meet

the flux density requirements.

The range of user antenna diameters to be considered is one foot to
5.8 feet. As will be seen, an user antenna diameter of 5. 8 feet (corresponding to an
half-power beamwidth of 5. 25°) allows reception of ratc one-third coded data that

occupies a bandwidth of 13, 2 MHz with no further spreading,

The receiver structure uses the Z-channel for autotrack and for data
demodulation, For hardware economy, the azimuth and clevation A-beams are quad-
rature multiplexed to share a common A-channel receiver which has a high noise

temperature compared to that in the X-channel.

The S-band system may be subjected to strong pulsed RFI which must be
protected against to maintain proper autotrack operation. That problem and its solu-
tion is examined first, and then autotrack error components will be quantified to

show that the desired pointing 1oss is less than 0.5 dB.
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3.2.1 SYSTEM DESIGN FOR STRONG PULSED RFI

The S-band RFI problem as viewed from the TDRS was outlined in a
verbal communication from Mr. Jim Lyttle of ESL to Dr. Charles Cahn of Magnavox.
The RFI is caused by radar pulses that are three to four microseconds in duration
with an average period of 75 microseconds. Its power spectral density level is
expected to be -141 dBW/MHz re a 0 dB antenna, with an additional 40 dB peak [ac-
tor for the case where a radar antenna is pointed directly at the TDRS, The level
received on the user is expected to be possibly 20 dB stronger, because of reduced
range, Compared {o the user received level of -153. 7 dBW [1, Table 3-1] re a 0 dB
antenna spread over 13, 2 MHz, it is a severe problem. Even if received on a side-

lobe of the user antenna, it could be stronger than the desired signal.

Since the RFI is pulsed it may be rejected by the combination of limiting
in the receiver and spread spectrum demodulation of the transmitted signal. Proper
operation of the autotrack system is then dependent on the operation of the data

demodulatc_)r.

The RFI effect on autotrack may be Kdetermined by reference to the
functional block dia,gfam of the Z-channel given in Figure 3-1. The &-channel would
have a similar structure. AGC detection and control is pfesumed to be part of the
IZ-channel spread spectrum processor, For the A-channel, the bandwidth Wy must
be chosen so that receiver noise captures the limiter, even at the edge of the auto-
track range, thereby keeping the strength of the signal component at the limiter output
linear with that at its input, For matching purposes, Wl in the Z-channel will be made
the same as in the A—channel. W, also will equal or exceed the spread spectrum
bandwidth. '

Assuming that noise captures the limiter, the signal is reduced by a
factor of 4/ relative to noise [2}, so that the output signal power from the Z-channel

in Figure 3-1 is

( PA N
1.59

R
Po = )G
5 Ne

) (g-) (3-5)
1

[1] NASA Goddard, TDRSS Definition Phase Study Report, December 1973,

[2] Jain, Pravin C., "Limiting of Signals in Random Noise," IEEE Trans on
Information Theory, vol. IT-18, no. 3, May 1972, p. 332.
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where P, is the Z-beam signal power at the receive antenna output. The output

noise power is given by

N :
= kTRWQG(l‘\T*—) (3-6)
Ry

Py

where k is Boltzmann's constant, and TR is the receiver noise temperature at the

front end of the amplifier. Thus, we have as the -channel carrier-to-noise ratio

P, 0.494p ‘

S A

CNR., = = = .———.. > (3-7)
b PN kTRW2

The power level out of the limiter is NR, so the pulsed RFI power level
at the Z-channel output is

Pepr = NR(T/T)(w2/1.32x107), for W, £ 1.32x207 Hz (3-8)

where 7 is the pulse duration, T is the pulsed period, and 1. 32x107/W 5 is approxi-
mately the spread spectrum processing gain. With

T = 4 ug
T = 75 us
we have
Pepp = 4.014x10"9W2NR for W, N 1.32:4107 Hz (3-9)
From (3-5) and (3-9) we have
Pg 1.223}(108(}PA 7
5 = T for W, £ 1.32x10" Hz (3-10)
RFI 2 Rl )
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But from Figure 3-1

NRl = kW, TG : (3-11)
giving
. ..8
Py 1.223x10°P, 7
pUT S g for W £ 1.32x107 Hz (3-12)
RIFT RY1M
3.2.2 CHOICE OF BANDWIDTIHS IN THE AUTOTRACK SYSTEM

It is conceivable that the spread spectrum processor in Figure 3-1 could
strip data as well as the spread spectrum code., For the sake of this analysis, how-
ever, code stripping only is presumed. Wy, then, is made equal to the maximum
data bandwidth which could be supported by the link. The data bandwidth .is assumed
to be 1.5 times the bit rate: from [1, Figure 3. 3], the maximum data rate is related
to the user's anlenna gain GA by ;

R = 3x103GA hits/sec ' (3-13)

for uncoded data using biphase PSK. For data coded with a rate 1/3 code, the hit
rate is ’

RB = 3R hits/sec

NO{SE POWER NO{SE POWER
N N
R1 . R

.2D8B SPREAD DUTPUT FOR
-BEAM —=  LINE BPF SPECTRUM BPF MULTIPLICATION
. LOSS STRIPPER WITH A-CHANNEL

BANTWIDTH HARD- BANDW IDTH

974-2816 - W) KZ LIMITER =W, HZ
UNCLASS IF (FD

Figure 3-1. Z-Channel Functional Block Diagram
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so that the bandwidth W5 is given hy

W2 = 1.SRB
(3-14)
_ 4
= 1, 35x10 GA
Using {3]
G, = 27 (}(}0/92 (3-15)
A ? B
we have
- 8,2 .
W2 = 3,64x10 /GB in Hz (3-16)

where g is the two-sided 3 dB beamwidth in degrees. When &g = 5.25°, then
Wy = 13.2 MHz, the full spread bandwidth,

We will choose W1 as narrow as possible within two constraints: it must
be at least as wide as the spread bandwidth and it must be wide enough to let receiver
noise capture the limiter in the A-channel when operating at the edge of the autotrack
range, Assuming that the A-beam antenna output after quadrature multiplexing has
signal power of P5/2 at the edge of autotrack range, Wy is chosen so that the signal-
to-noise ratio into the A-channel limiter is -6 dB

Py

2(1. 59kW T

= 0.25 (3-17)
A

The spread bandwidth of 1. 32x107 Hz may cause W; to be larger than the value resuit-
ing from (3-17), Now from [1, Table 3-1],

- ~-16
PA = 4, 27x10 GA (3-18)

3 H. Jasik, Antenna Engineering Handbook, Mc Graw-Hill, 1961, p. 12-12.
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The noise temperatures assumed in Table 3-2, combined with Equations (3-15),

{3-17) and (3-18) and spread bandwidth considerations give

9.28x108/0g He for g £ B.38e°

1.32x107 Hz for 8, > 8.38°

Assuming that the antenna structural resonance frequency is 1 Hz or

greater, the servo loop noise bandwidth is chosen to be

b = 0.5Hz
n

Table 3-2, Calculation of A-Channel Noise Temperature

Paramp I-Receiver Noise Temperature
at Preamp Front End (From [1, Table 3-1})

Paramp Preamp Noise Temperature

Antenna Output Noise Temperature at
Z-Receiver Preamp Front End, TA (5820°K=-250°K)

Antenna Output Noise Temperature at )
A-Receiver Preamp Front End with 3 dB combiner
loss (270°K/2)

Assumed TDA or Transistor A-Receiver Preamp Noise
Temperature

TDA or Transistor A~-Receiver Noise Temperature

at Preamp Front End, TRA (1000°K + 135°K) TOTAL

220° K

250°K

270°K

135°K

1000°K

11535° K
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3.2.3 POINTING ERROR CONTRIBUTORS

The following sources of pointing error must be considered: dynamic servo
lag, noise bias error due to the autotrack comparator gain imbalance, RFI bias
error, noise variance, and offset errors with signal only. These error components
will be quantified and combined to determine the worst-case pointing loss as a function

of antenna diameter.

3.2.3.1 Dynamic Servo Lag

The angular velocity which the user antenna must track has two compo
nents: the angular velocity due to user positional motion relative to the TDRS
0.0127 deg/sec maximum from Appendix XI) and the angular veloeity due to user spin
relative to the TDRS. The user orientation is assumed fixed relative to the earth's
center, so that relative to the TDRS, the maximum value of the second component is
360° /orbit period. For the users tabulated in [4, Table 4. 4-2-1], the shortest per-
iod is 90 minutes for HEAO, so that the maximum value of the second angular velocity
component is 0. 0667 degrees/second. The two components combined preduce a max-
imum angular velocity of 0.0794 degrees/second, For a type '"1," critically damped
autotrack servo system of noise bandwidth b, the dynamic servo lag error is deter-

mined from Appendix XI to he

6 = 1.985x10_2/bnAdegrees (3-19)

For by, =0.5 Hz, we have

BL = .’3|‘.9'7’:)<10_2 degrees

3.2.3,2 Noise Bias Error

In Appendix XTI the bias error éI caused by isotropic received noise with

a gain imbalance factor "a" in the autotrack comparator is found to be
K °
]

(1+a)2(NIA"a N

1l 15’

B 11.1(1+a2)PS

(eB/eq) (3-20)

[4] Pullara, J.C., et al, "Dual S- and Ku-Band Tracking Feed for a TDRS Reflector
Antenna, " Final Report{Phase I], submitted by Martin-Marietta Aerospace Corp.

to GSFC, July 1974,
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where

GB ig the full 3 dB beamwidth of each of the squinted heams (A and B)

Gq is the squint angle

N_, is the output noise power of the T-receiver resulting from isotropic

IA
noise received in the A beam

NIB is the output noise power of the Z-receiver resulting from isotropic

noise received in the B beam.
We assume an amplitude imbalance of 0,4 dB so that
a = 0,955

and we assume

N.. = N (3-21)

NIA is related to the antenna noise temperature TA as seen at the

Z-receiver front end by

Niy = KW,-T, GNg /NRI} (3-22)
Similar to (3-7), we obtain
0.494P ,
PNy - KT, W, (3-23)

Applying (3-15), (3-16), and (3-18) to (3-23) with

TA = 270°K
from Table 3-2 gives
PS
N__ = 4,20 (3-24)
IA
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Applying a = 0.955, (3~-21) and (3-24} to (3-20) with
BB/Bq = 2 (3-25)
gives
3

|€I| = 7.54x 10" BB ’ (3-26)

3.2.3.3 RFI Bias Error

The bias error resuiting from RFI, ERFI’ may also be determined from
(3-20) under the worst-case assumption that

and | ' (3-27)

i.e., all the RFI is received in one squinted beam and not in the other. From (3-20),
(3-25), (3~27) and a = 0.955 we have

PRF‘I

|8gpp /8y = 0.360 ""P“g' (3-28)

Applying (3-12) to (3-28) gives

| Opprl/fg = 2 94x10-9kT W W, /P,

for (3-29)
W, = 1.32x10° HZ

A

2
As a worst case we will use the A-channel value of TR from Table 3-2, namely,

Tp = Tga = 1185°K (3-30)
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and the A-channel equivalent of P, , which, duc to the quadrature combincer is 1/2
that given in (3-15). Applying these equations along with (3-15), (3-16) and
(3-29) gives

<

| .
f2.70/08 for 5.25° S p 'S 8.38°

|oprl = (3-31)
RFI- -2 . 0o
3.84x10 0p for 0y > 8.38
3.2.3.4 Noise Variance
The noise variance is given hy
2 _ 0.52 N RN )
Og ~ Eﬁﬁg(bn/“e)‘l M N (3-32)

Inserting (3-15}, (3-16) and (3-30) in (3—"?) with PA equal to 1/2 that given in (3-18)

gives as a worst case for evaluation of (3-32)

CNR s = 0.499 (3-33)

Then using (3-16), (3-20) and (3-33) we have

0g = 6.56x107 792

5 (3-34)

3.2.3.5 Offset Error

With the autotrack sum channel used for data reception as well, there are
no significant feed offset errors. The only significant offset error contributors are
precomparator amplitude and phase imbalance, and post-comparator phase imbalance
between the sum and difference receivers [4, p. 4-51]. The resulting offset error is

determined by

>

8
B

|

] A
= 0.183(62) 1n{ [E—2-| [-sinatanp+vl+sin®atan?g]} (3-35)
q 1

us]
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where- is the ratio of precomparator amplitude

AZ/A1

« is the precomparator phase difference

8 is the post-comparator phase difference

Af is maximized when

A2/Al| <l and $3>0. Thus, as a worst case, we have from

[3, p. 4-51],
‘AZ/A1 | = 0. 955 (0. 4 dB imbalance)
o = 5° (3-36)
B = 20°

Using (3-36) in (3-35) with eB/eq = 2 gives

| a6l = 0.02886, (3-37)

3.2,3.6 Total Pointing Loss

The total pointing error Be is determined by combining the components
in (3-26), (3-31), (3-34) and (3-37), The combination will use 30g 50 that with
Gaussian jitter, the required pointing accuracy is maintained at least 99, 6% of the time.
Thus, we have

b, = eL+]’é"I]+|é”RFI|+3cse+[ae| (3-38)

or

8 (degrees) = 3, 97x10_2+1 . 968x10*q8§+ 3. 63X10_283

2.70/eB for 5.25059558.380

) 3-89
3.8Lx10 208 for 05>8.38° (
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The pointing loss resulting from the poinﬁng error @, given in (3-39) is,

assuming a Gaussian-shaped beam,

~2.773(0,/0;)°

L, = =10 1oglo[e ] (3-40)

P

| The antenna diameter D is assumed to be related to the beamwidth by [3]

|\
it

65X1/8
B (3-41)

30.14/88 feet

Using (3-39), (3-40) and (3-41), a curve of autotrack pointing loss vs antenna diam-
eter is given in Figure 3-2,

3.2.4 S-BAND USER AUTOTRACK SYSTEM BLOCK DIAGRAM

The analysis of Section 3. 2. 3 was performed for user antenna diarmrzters
between 1 and 5. 8 feet, This section will present an autotrack system design with

antenna diameter D as a parameter, for 1 foot = D =5, 8 feet,

The power received at the input to the ¥-channel ‘preamp following 2 dB
of line losses is determined from (3-13), (3-18) and (3-41} to be

[ =y
1‘)Dg-\;.'a‘(:‘t;s

_7 .85x10

(3-42)

=111 dBm, D = 1 1t
-96 dBm, D = 5.8 fu

Usiﬁg the range of received levels given in (3-42), a block diagram of the user auto-
track system is given in Figure 3-3.
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AUTOTRACK POINTING LOSS (DB)
o
o
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USER ANTENNA DIAMETER (FEET)

Figure 3-2, S-Band User Autotrack Pointing Loss vs User Antenna Diameter
{99% of the Time)

The block diagram shows two channels, one for the Z-beam, and one for
the quadrature multiplexed A-beams. Quadrature multiplexing of the two A-channels
can be used since the Z-channel signal is fully coherent with both A-channel signals,
It may later be used as a coherent reference to demultiplex the two quadrature
channels,

Two IF's are used in the design, 300 MHz and 70 MHz, allowing reason-
able @ values of the bandpass filters shown, Down-conversion to the first IF is
- accomplished with a fixed 1. 807 GHz loeal oscillator. Down-conversion to the second
IF is accomplished with a local oscillator provided by the spread spectrum processor
nominally at 230 MHz, which is modulated by the correctly synchoronized spectrum
code and is shifted for doppler correction (+55 kHz max}, The Z- and A-channels
must be phase matched across both the W1 and W, bandwidths.
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The Z-channel receiver input is obtained from the Z-channel antenna
outpﬁt th-row:lgh a diplexer at a level of -111 to -96 dBm, depending on the dish size,
A low noise (250°K) S-band parametric amplifier is used to provide 40 dB of gain,
Following S-band gain, the Z-channel signal is down-converted to 300 MHz, At
300 MHz the signal is amplified to a level of +3 dBm to drive the limiter with a

power gain related to the antenna diameter (in feet) by
G = 8x10' /D% (3-43)

It is also filtered before limiting by a bandpass filter of bandwidth Wl determined
from (3-20) and (3-41) to he

1002 for 5.8 £t 2 D 2 3.6 ft

Wy (Hz) = (3-44)

1.32 x 107 for D < 3.6 ft

The limiter is used prior to spread spectrum processing as pulsed RFI
protection. A strong RFI pulse will have its amplitude limited at this point as well as
in preceding circuitry., Since the pusle duration is 3-4 microseconds, all circuitry

should be designed to have a pulse recovery time of the order of 0. 1 microsecond.

The spread spectrum processor following the limiter is required for data
demodulation, but its signal processing capabilities are needed for autotrack opera-
tion as well. For autotrack purposes it is sufficient for it to strip the spread spectrum
code and correct for doppler in the Z-channel, producing a data modulated signal at
70 MHz. It must also provide an AGC control signal for the A-channel, and a doppler
shifted 1O sighal at nominally 230 MHz that carries the spread spectrum code for
A-channel processing., For data purposes it also provides outputs need by the decoder;

coded data, data clock, and soft-decision information, if required.

The Z-channel output of the spread spectrum processor is assumed to be
a +10 dBm level, so that the drive level to each of the two phase detector mixers is
+7 dBm. It is bandpass filtered by Wg, the coded data bandwidth, determined from
(3-16) and (3-41) tao be

W, = 3.94 x 10°D° (3-45)
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The A-channel receiver chain has frequency conversions and filtering
identical to those in the % -channel receiver cham The same RT and IF; ampllﬁer
gains are used as well, providing sufflclent receiver gain for noise to operate the
limiter, Because of expected high levels of pulsed RFI, the A-channel S-band ampli-
fier should be a transistor type rather than a tunnel diode amplifier., With noise
capturing the limiter, the A-channel is linear with respect to the signal provided by
the A-heam. AGC control of &-channel gain for maintaining constant autotrack loop
gain is provided at the 70 MHz IF, with the spread spectrum processor providing the
control signal, Since A-channel gain variations are not detected or corrected by the
AGC, the three A-channel amplifiers are allowed to vary =1 dB each, contnbutmg

+3 dB variation {o the autotrack loop gain,

The maximum A-channel input level to the phase detector mixers is -3 dBm
{(at the edge of the autotrack range), This insures linear operation of the mixers for the
A-input, while g‘lvihg a maximum DC output of about 140 mV, This level is over 40 dB
above good DC amplifier offset levels, so that a 40 dB A-bedm null may be achieved.

The A-chamnel is split in a quadrature hybrid to regain the A and AEL
signals, wh1ch are then separately synchronously detected against the E-Channel
reference. The resulting DC voltages are amp11f1ed with a smgle-pole lowpass cutoff
of f = 1. 3 Hz, determined from Equation (27) of Appendix XI,

vy, 16bh

= = n = ’
£y = 5= > 1.3 Hz  (3-46)

The DC amplifier outputs are then used to control the azimuth and elevation servos,

which each have a single pole at the origin (type 1 system),.
3.2.5 APC MODIFICATION

The analysis of Section 3. 2. 3 used an assumption for the maximum phase
imbalance between the I-receiver and A-receiver of 20°. This assumption was
obtained from {4, p, 4-51]. Subsequent communication with L, Deerkoski and
P, Dalle-Mura of NASA-GSFC has indicated that NASA's experience does not support

this assumption when a paramp receiver is used.

An automatic phase control (APC) loop is described in Appendix XIIT
for the problem of phase drift in the ¥-channel paramp, With this type of modification
to the system, the performance calculations remain valid.
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3.2.6 AUTOTRACK SCENARIO

The following scenario is described for establishing and maintaining the

communications link between the TDRS and an S-band single-access user.

a. The ground station commands the TDRS to point its antenna at the

user.

b. The TDRS steers its antenna to within an uncertainty region of
0. 45 degrees in radius, which corresponds to an S-band pointing loss of 0.4 dB.

c. Either (a) the user continually maintains its antenna pointed at the
TDRS, or (b) the ground station commands the user via TDRS 8-bhand relay to point at
the TDRS. (This requires an S-band omnidirectional antenna on the user.) The

initial pointing accuracy is within the 3 dB user beamwidth.

d. On command from the ground station, the TDRS transmits an S-band
signal to the user for user autotrack to reduce the 3 dB pointing loss to less than
0.5 dB.

c. During the user autotrack acquisition process the ground station
determines when link performance is acceptable and notifies the user to start data

transmission. A data transmission begins.

i, The TDRS maintains S-band transmission as long as autotrack is to
be maintained. The TDRS transmits with an EIRP of +44, 4 dBW spread over 13,2 MHz,

TDRS tracking of the user is maintained by ground station command.

3.3 RECOMMENDED S-BAND SINGLE ACCESS DESIGN

This section presents a recommended S-band single access design which
is based on the modulation trade studies in paragraph 3.1 and autotrack analysis pre-
sented in paragraph 3.2. The design includes a (1) listing of critical waveform
parameters, (2) a functional description of the transponder (3) a size, weight and
power estimate and (4) expected S-band single access service performance
specifications,
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3.3.1

FORWARD LINK

FH Preamble:

Type

Code. Generation
Code Period

Hop Rate

Spacing

Repetition Interval
Preamble Duration
Bandwidth

PN Modulation:

Type

Code Family

Code Period

PN Chip Rate
Repetition Interval

Command Data:

Modulation
Rates (any one of the
following)

Word Length
Coding
RF Signal:

Frequency
Doppler

Range Rate Uncertainty

RETURN LINK

PN Modulation:

Type

Code Family

Code Period

PN Chip Rate
Repetition Interval

Telemetry Data (PN Mode):

Data Modulation
Data Rate

3=-33

S-BAND SERVICE WAVEFORM PARAMETERS

Pseudorandom frequency hop

Maximal augmented by one chip
512

6. 012 kHz

12,023 kHz

85, 172 mS

6 seconds

6.012 MHz

SQPN - Stagrered quadriphase pseudonoisc
Mlagximal pairs augmented by one chip

2

6. 156 MHz

85. 172 mS

Synchroncus biphase differential, NR¥%-M
94 bps
188 bps
376 bps
752 bps
1504 hps
3008 bps
6016 bps
User defined
User defined

2025 - 2120 MHz
0 KHz
+100 m/sec = +700 Hz

SQPN - Staggered quadriphase pseudonoise
Mlaécimal pairs augmented by one chip

2

6.156 MHz

85.172 mS

Asynchronous differential biphase, NRZ-M
1-300 kbs, encoded
1-600 kbs, not encoded



Telemetry Data (Clear Mode):

Data Modulation Agynchronous differential PSK
Data Rate
Biphase 300 - 3000 khs, encoded, rate 1/2
Quadriphase 3000 - 6000 kbs, encoded ratle 1/2

Data Encoding:

Type Convolutional, nonsystematic,
transparent

Constraint Length 7

Code Rate 1/2 -5

Code Gain 5dB at BER =10

Symbol Rate 6 Mhps max

Data Type Delta mod, PCM, NRZ-M

RT Signal:

Frequency 240/221 x receive frequency

Doppler =120 KHz

Range Uncertainty +100 Km

Range Rate Uncertainty  +200 m/sec = + 700 Hz
3.3.2 TRANSPONDER FUNCTIONAL DESIGN

3.3.2.1 General Description

The S-band single zccess transponder consists of fifteen modules
a. RT" Down Converter

b. IF Chain

c. RF Synthesizer #1

d. RF Synthesizer #2

e, Demodulator

f. Sync Monitor

g. Incremental Phase Modulator

h. PN Coder

i, L.ocal PN/TH Reference Generator
j. Loocal Reference Modulator
k. Controller
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i. Modulator
m. Transmitter-
n, Power Supply Post Regulator

0. Chassis

Major functions of these modules and their interconnections are shown in a block

diagram of the transponder in Figure 3-4.

This transponder is very similar to the multiple access tranSpoﬁder.
One difference is that a second modwlator board has been added to provide both a
minimum power ranging signal and a PSK data signal in the return link. Another
minor difference is that higher speed logic is used to. accommodate the higher PN
chip rate and a higher {requency hop gencrator rate. Also, bandwidth and center
frequencies are scaled to operate at different S-band frequencies and data rates.
Finally, a separate reference oscillator is not needed for non-coherent mode of
operation in the single access transponder since the forward link will not be time

shared and require reacquisition during a telemetry data dump.

Because of the similarity of these two transponders, the implementation
tradeoff studies presented in Section II for the M/A transponder apply directly to
the design of the single access transponder. Also the detailed designs are so similar

to the M/A detailed design that it will not be repeated in this section,

A forward link signal is amplified and down converted in the RF Down
Converter module. The signal is dehopped during the FH preamble and its PN
modulation is stripped off during a track mode in the correlator {(second mixer) of
the IF Chain leaving a PSK modulated carrier at its output, Bandwidth reduction and
AGC action occurs in the second IF amplifier and, after passing through a third
IF stage, the signal is delivered to the Demodulator. A sync detector senses the
presence of a signal and, after sync verification is made, a Costas demodulator
extracts the data. This command data is subsequently processed, differéntia.ll'y

decoded and delivered to a satellite command decoder.

Major modules involved with demodulating the freguency hop during
acquisition and subsequently acquiring and tracking the pseudonoise portion of the
signal are:

¢ Modulator

¢ Local Reference
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¢ PN Coder
* PM

The Local Reference Modulators consists of two QPSK modulators whose
: oﬁtputs provide (1) a FH reference to the carrier channel during FH sighél acquisi-
tion (2) a SQPN reference to the carrier channel (center or bogey) and a (3) SQPN ’
reference to the code channhel (early—laté phases) during a PN acquisition and track
mode. The Local Reference provides the reduired staggered PN sequence to the .
Modulator for both the receiver and the fransmitter functions and it also generates
the appropriate frequency hop sequence for the receiver local reference. The PN
Coder gencrates two pairs of orthogonal PN codes for use in the Local Reference
module. Finally, the IPM module retards the PN code phase in quarter chip steps
during a PN acquisition mode and it advances and retards the PN code phase in

approximately 3°steps during a code tracking mode.

The Tx Modulator contains a SQPN modulator for minimum power
ranging and a PSK modulator for data transmissions. The Transmit module contaihs
a single up conversion stage, a power amplifier to provide the desired EIRP (different

for each application) and a diplexer for separating the receive and transmit signals,

Synthesizer #1 provides the first L. O. for both the receiver and the
transmitter.. Synthesizer #2 provides all of the additional 1., O. signals. The Con-
troller provides all programming functions including mode control and FH/PN search
sequences, Differential and convolutional encoding (if used) is also contained in this
module. All power supply potentials for all portions of the transponder are post
regulated to insure uninterrupted performance due to power transmits, buss switching,

etc.

3.3.2,2 Modes of Operation

The transponder provides the capability to operate in one of the two follow-

ing modes of operation.
. Coherent Transpond

e  PSK Telemetry with Minimum Power Ranging

Optional Features of the single access transponder include:

] Retrace for Multipath
° VCO Drift Monitor



3.3.2.3 IL.ow Power Ranging

This transponder will offer a low power two-way ranging mode which
operates in conjunction with a PSK telemetry return link. To minimize the hardware
impact, both the low power PN signal and the PSK signal with asynchronous data will
utilize a single RF carrier. The PN code will be synchronized to the forward link
PN code to provide a two-way range capability, Both signals will be resistively
summed together and band limited in the Tx modulator to provide a constant envelope

transmit signal.

3.3.2.4 Retrace for Multipath

Although there is little likelihood that multipath will be a problem at
S-band for PN during acquisition, both frequency hop and pseudonoise retrace
capability will be provied for resolving possible false lock to multipath on command,
This involves a minor controller routine modification, The only disadvantages to this

mode is a 2 to 1 increase in acquisition time,

3.3.2.5 VCO Drift Monitor

Since the transponder will use a temperature compensated voltage con-
trolled oscillator for tracking in the forward link to minimize power consamption, and
the long term drift of this oscillator exceeds the initial acquisition bandwidth of the
receiver, the voltage offset of the VCO during a track mode will be recorded via an.
A/D converter and periodically sent back to the ground station as a status word via
telemetry link. This information will be used to compute new transmit frequency
offsets for future forward link acquisitions of the user satellite.

3.3.3 SIZE WEIGHT AND POWER

Major functions of the single access S-band transponder are similar to
the Multiple Access transponder. The major exception is the addition of a modulator
assembly to provide a PSK data signal summed with a separate PN ranging signal on
the return link. Another difference between the two transponders is the extra power

required by the Single Access transponder to generate faster PN and data clocks,

Anticipated power, weight and size requirements for the major assemblies

of the Single Access S-band transponder are presented in Table 3-3. All assemblies
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Table 3-3. S5-Band Single Accesg Transponder Size, Weight, and Power

66-8

Modules Power (watts) ‘Wetght (0z.) Size (in, 3)
Narrowband Transponder _

RF Down Convertef 1 16 24
IF Chain 15 _ 12 24
Synthesizer #1 2 10 24
Synthesizer #2 1.5 _ 10 24
Demodulator 2 ' 10 24
Sync Monitor ' . .5 : 6 12
Controller | 1.5 6 12
Modulator 1 16 24
Transmitter (100 mW) o 24 , 36
Post Regulator | 3 24 36
Chassis ' - 3 72 78
Subtotal : 16 206 318
Pseudonoise Assemblies _
IPM 2 10 24
PN Coder 2 6 12
Local Reference 1.5 6 12
Local Reference Modulator 1.5 12 24
Suhtotal , 7 34 72

TOTAL _ 23 | 240 390




have been categorized as conventional narrowband assemblies or PN assemblies
for purposes of comparison with existing transponders, In providing these estimates,
1977 technology was assumed and low power logic, standard LSI circuits and second

source components were used to the maximum extent,

In summary, the Single Access S-band Transponder will require approxi-
mately 23 watts of power (assuming a 100 mW transmitter), weigh on the order of

15 1hs., and occupy 390 cubic inches in a 5" x 6" x 13" configuration.
3.3.3.1 Size

The length and width dimensions of each assembly are 4. 5" x 6" with a
useful circuit area of 24 square inches. The height dimension varies from 0, 5" for
logic boards to 1" for analog and RF assemblies to 1. 5" for the transmitter and

power supply assemblies,

The physical configuration of the transponder is envisioned as a tray
of fixed-mount assemblies supported by a pair of rigid walls. Estimated dimensions
for the transponder are 5" x 6" x 13" with 318 in. 3 of the 390 in. ° apportioned to the
narrowband functions and 72 in. 3 to the PN functions.

3.3.3.2  Weight

The estimated weight for the various assemblies is itemized in Table 3-3.
In general, logic assemblies are lighter than analog assemblies and much lighter than
"canned" RF assemblies, The heaviest item in the transponder is the chassis at
4.5 lbs, The second heaviest items are the power supply and transmitter modules
at 1.5 1bs. each. In summary, the transponder weight is estimated at 15 lbs. with
14% of this total appropriated for PN functions.

3.3.3.3 Power

Power estimates for the receiver, transmitter, and PN functions are 14,
2, and 7 watts, respectively, The largest variation in these values for potential users
lies in the transmitter, since the EIRP requirements vary over a range of 30 dB,

For purposes of an estimate, a 100 mW watt transmitter requirement was assumed,

Variation in power supply requirements from satellife to satellite also
poses somewhat of a problem in estimating power requirements for the transponder,
For this estimate, power supply regulation was assumed for all receiver and PN
functions with an average operating efficiency of B0%,
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Low power Schottky logic was assumed for digital circuits, except for the
rate multiplier circuits in the local reference ass"embly and portions of the PN coder
assembly, where the highest clock rate is 24 MHz, For these cases TTL Logic was
employed. Use of a TCVCO eliminates the need for an ovenized oscillator, thereby

reducing power,
3.3.4 - PERFORMANCE SPECIFICATION

FORWARD LINK

FH Acquisition:

Gy -6 dB _
Pp . 97 (five passes)
Acquisition Time 6 seconds

PN Acquisition:
Gy -6 dB |
Acquisition Time 2 seconds {(average)

Data Demodulation: ‘
Ep/N, 12.5 dB
BER 107

RETURN LINK

PN Acquisition:
EIRP 7 dBW
Acquisition Time 4 seconds (average)

PN Acquisition - Low Power Ranging Mode:.
EIRFP 0 dBW
Acquisition Time 16 seconds
Data Demoaodulation:
BER 1072 at ¥y /N, = 12.5 dB
BER (with coding) . 1070 at Ep/N, = 7.5dB

TWO-WAY RANGE

Forward Link:
Gy ' -8 dB
Data Rate : .1 kbs
Return Link:

EIRP 7 dBW
Data Rate 5 kbs

Measurement Error (1g) 0.2 meter



TWO-WAY RANGE (LOW POWER RANGING MODE)

Forward Link:
Gy
Data Rate
Refurn Link:

EIRP
Data Rate

Measurement Error (1o)

TWO-WAY RANGE RATE

Forward Link:
Gy
Data Rate

Return Link:

EIRP
Data Rate

Measurement Error (1o)

-6 dB
1 kbs

-18 dBW
0 bps

2 meters

-6 dB
1 kbs

7 dBW
5 kbs

.2 em/sec (1 sec ave)
.02 em/sec (10 sec ave)

TWO-WAY RANGE RATE (LOW POWER RANGING MODE})

Forward Link:
Gy
Data Rate

Return Link:

EIRFP
Data Rate

Measurement Error {10)
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1 khs

-18 dBW
5 kbs
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.05 em/sec (10 sec ave)



3.4 OPERATIONAL PROCEDURE

3.4.1 FORWARD LINK ACQUISITION

The aéquisition procedure on the forward link of an S-band Single Access

service is as follows:

1.  Ground siation commands the TDRS to point its antenna at the user,
2. TDRS steers its antenna toward the user,
3. Ground station inserts appropriate user address into transmitter to

select the preamble hopping code and the subsequent PN code to be

transmitted,

4, Ground station inserts a priori range rate information into the
transmitter.

5. Ground transmitter sends FH preamble for 6 seconds, synchron~

ously, switches to PN code and continues transmission for two

seconds or more before sending command data,

6. User acquires FI preamble, switches to PN code and auto searches
until the forward link is acquired. If the forward link PN signal is
not acquired within 10 seconds after detection of the FH signal, the

user returns to a FH search.
7. Ground station sends command data via estahlished forward link,
3.4.2 RETURN LINK ACQUISITION

The acquisition procedure on the return link of an S-band Single Access

gervice is as follows:

1, Ground station sends a beam pointing instructions to user. (Only
required for high data rate applications where beam pointing is

required to meet EIRP requirements commanded pointing is assumed.)

2. Ground station inserts range and range rate information into

ground receiver.

3. Ground station sends a2 command for user to start PN transmission

on the return link.

4, User begins PN transmission,
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3.4.3

5. TDRS acquires user,

6, Ground receiver acquires user signal in approximately 4 seconds,

7. Ground staticn sends instruction for user to begin telemetry data
dump.

8. Ground station acquires data bit timing and demodulates telemetry
data,

9. Ground station performs two-way range and range rate measurements
on user,

RETURN LINK ACQUISITION WITH MINIMUM POWER RANGING

)

The acquisition procedure for an S-band Single Access user employing a

minimum power PN ranging mode in conjunction with a high data rate PSK mode is

as follows:

1. Ground station sends a beam pointing instruction {o user,

2. Ground station inserts range and range rate information into

Ground receiver,

3. Ground station sends a command for user to start PN transmission
on the return link at an EIRP of 0 dBW,

4, User begins a PN transmission.

5, TDRS acquires user. |

6. Ground station acquires user PN signal in approximately 16 seconds,
7. Ground sends instruction for user‘l to reduce PN signal power to

not less than -18 dBW and begin PSK transmission.

8, Ground station acquires data bit timing and demodulates telemetry
data,
9. Ground station performs two-way range and range rate measure-

ment on user,
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3.5 TRANSPONDER EQUIPMENT S PECIFICATIONS

This section presents a summary of the major Single Access {ransponder

equipment specifications,

MODES OF OPERATION

Coherent Transpond
PSK Telemetry with Low Power Ranging

RECEIVER PRECORRELATION CHANNEL

Center Frequency . 2025~-2120 MHz

Noise Figure 2.5 dB max :

Bandwidth (3 dB} 10 MHz min (at 2nd IT)

VSWR B _ 1.5:1 over to 4,5 MHz

Phase Response Linear to within £5° over to +3.5 MHz
Amplitude Response Flat to within 1/2 dB over to +3.5 MHz
Dynamic Signal Range 40 dB .

Maximum Signal and Noise -130 dBW

Minimum Signal - -180 dBW

FREQUENCY HOP FREAMELE

TFH Code:
Type Pseudorandom, coherent frequency hop
Code Generation Maximal augmented by one chip
Code Period _ 512 - :
Hop Rate. =~ 6,012 KHz
Spacing 12,023 KHz
Repetition Interval 85,172 mS

I.ocal Reference:

Bandwidth (3 dB) 10 MHz

Phase Response: - Linear:to within iSO over to +3,.5 MHz

Amplitude Response Flat to within 1/2 dB over to +3.5 MHz

Implementation Technique Discrete 45 phase stepping

Spurious Responses 20 dB down outside to £+6 MHz
Acquisition:

Sighal Bandwidth 10 MHz :

Signal Detector Sequential Detector

Detection Bandwidth 3 KHz (5-700 Hz filters in parallel)

Signal Integration Interval 2 mS o

Search Rate 400 hops/sec average

Frequency Uncerltain'ty 700 Hz nominal, 3000 Hz maximum

FH Losses:
Discrete Phase Loss 0.7dB : e
Doppler Offset 0.8 dB (700 Hz)
Other 0.5dB ‘
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PN DEMODULATION

PN Code:
Type SQPN - Staggered Quadriphase
Pseudonoise
Code Family Maximal code pairs augmented by
one chip
Code Period 219
PN Chip Rate 6.156 MH=z
Repetition Interval 85.172 mS
Local Reference:
Bandwidth (3 dB) 10 MHz
Phase Response Linear to within #5° over to +3.5 MHz
Amplitude Response Flat to within 1/2 dB over to 3.5 MHz
Carrier Suppression 50 dB or greater
Code Loop:
Dither T4 = .5 chip
Track Resolution 1/96 chip
Order 1st
Bandwidth (Bg) 0.1 Hz
Dynamics Aiding From carrier loop
Acquisition:
Search Steps 1/2 chip
Search Rate 740 chips/sec (average)
Signal Detector Sequential Detector
Detector Bandwidth 3 kHz (S-700 Hz filters in parallel)
Frequency Uncertainty 700 Hz nominal, 3000 Hz maximum
Time Uncertainty 1000 PN chips
PN Losses:
Bandwidth Negligible
Channel Distortion .7dB
Imperfect Tracking .3 dB

CARRIER ACQUISITION AND TRACKING

Type of Loop Costas
Loop Order 2nd
Loop Bandwidth (By) 32 Hz
Damping Factor LT07
Frequency Offset
Acquisition +3 kHz
Tracking +60 kHz
Incidental ¥ M 6° RMS in 10 Hz with good S/N, maximum
Carrier Tracking Losses:
Incidental M .2 dB
Non-linearities .5 dB at threshold
AGC Noise .3 dB at threshold
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COMMAND DATA DEMODULA TION

Demodulator
Fixed Data Rate

Data Processing
Data Decoding
Data Clock

Data Interface

Implementation Losses:
Carrier Reference at
threshold
Non-linearity
Bandlimiting

Modulation:
Data Rate = 1-300 khs

Data Rate = 300 kbs~3 mbs
Data Rate = 3 mbs~8 mbs

TRANSMIT CHANNEL

Transmitter:
Type
Center Frequency
Bandwidth (3 dB)
Amplitude Response

Phase Response

PN Maodulator:
Modulation
Code Family

PN Chip Rate

Code Length
Bandwidth

Filter Type

Carrier Suppression
Spurious Responses
Data Modulation

PSK Modulator
Modulation:
Data Rate = 300 kbs=-3 mbs
Data Rate = 3 mbs-6 mbs
Bandwidth
Carrier Suppression
Spurious Responses
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Costas Loop

94, 188, 376, 752, 1504, 3008,
6016 bps (user selected)

Integrate and dump

Differential

Derived from PN code

TTL

1 dB at a data rate at 96 bps

.3dB
.2dB

Biphase data modulo - two added to
PN code

Biphase data

Quadriphase data

Solid State Class C

240/221 x receive frequency

30 MHz nominal

Flat to within 1/2 dB over 70% of
3 dB bandwidth

Linear to within +5° over 70% of
3 dB bandwidth

SQPN (1-300 khs)

Maximal code pairs augmented by
one chip

6.156 MHz

519

10 MHz

Butterworth, 4-pole

30 dB or greater

20 dB down outside of 36 MHz

Biphase data modulo - two added to
to PN code

Biphase PSK

SQ PSK

10 MHz

304dB

30 dB down outside of +6 MHz



Telemetry Dafa:

Rate 1 khs~6 mbs
Clock Asynchronous x 2 clock, user supplied
External Interface TTL compatible
Encoding
Type Convolutional
Constraint Length 7
Rate 1/2
Encoding
Type Differential
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SECTION 4
Ku-BAND SINGLE ACCESS SERVICE-

The Ku-band single access servme is primarily mtended to provide a h1gh
data rate return link capability, up to a maxlmum of 300 Mbps in 225 MHz chdnnel
bandwidth, IForward link commands will be transmitted over the S-band single access
system, in the current operational concept. Hence, attention is directed rﬁainly at

Ku-band return link performance.

It should be noted that a forward link Ku-band transmission still will be
necessary for user antenna autotrack, and this transmission must be spread
spectrum for meeting flux density limitations. Forward link transmission of data or
video may be a special requirement of some usei‘s, such as Shuttle; however, these
potential requirements are not discussed in regard to impact on the user transbonder.
Another potential requirement is to utilize the Ku—baﬁd single access system for two-

way ranging, and a technique for this is described.

A special problem associated with the Ku-band return link is that the
TDRS channel saturates because of the high EIRP needed to support the TDRS-to ground -
link, Effect of hard and soft limiting in the TDRS channel is discussed in detail,

Another special problem of the Ku-band return link is the objective of
being able to reuse the 225 MHz spectrum allocation so as to support two mdependent
return links from different users (individually autotracked with the two avallable
TDRS antennas) Polarization multiplexing enables such rpuse. On the user-to-
TDRS link, multiplexing by sense of circular polarization (RHC vs. LHC) is sfraight-—
forward, and protects against inteﬁerencé between channels due to antenna sidelobes.
Since there are no atmospheric effects to create coupling between orthogonal polariia—
tion modes, sufficient decoupling would exist even when the beams overlap.‘ |
Polarization multiplexing on the TDRS-to-ground link is a more comblex qﬁestion,
studied further in Section 5.



4.1 MODULATION TRADEOFFS

This section presents results of analyses for various problems of the Ku-

band return link, with the point of view of illustrating how the return link channel can

bhe used,
4.1.1 Ku BAND RETURN LINK PERFORMANCE

The return link at Ku band passes through a finite bandwidth repeater
channel in the TDRS, and this bandwidth sets the limitation on maximum achievable
data rate. The noise is primarily introduced on the user-to-TDRS link (which is the
opposite of the typical ground—satellite-grpund communication system), With serial uncoded
data transmission, hard or soft limiting in the repeater channel will not affect per-
formance except to the extent that the relative noise contribution from the TDRS-to-

ground link increases with backoff of the repeater from saturation.

Use of serial data has the practical disadvantage of forcing the user sat-
ellite to employ very high speed logic and to format the data into a high speed time
division multiplex structure. -An alternative is to have multiple carriers, with lower
rate parallel data streams in subchannels. Now, limiting in the repeater channel is
significant becauge of the intermodulation produced, and soft limiting is essential to
control the intermodulation between subchannels. In the user satellite transponder,
the impact is to increase the peak required EIRP because of the multiple carriers,
and possibly, to somewhat increase average EIRP to overcome the intermodulation

due to soft limiting in the repeater channel,

4,1,1.1 Serial Data Transmission

The increase in required Eb/NO with serial data because of the finite
~channel bandwidth, which causes intersymbol interference, can be estimated from
Jones L . Figure 4-1 shows degradation for Pe = 10“6 as a function of channel hand-
width with number of poles as a parameter {Chebyshev filter with 0,1 dB ripple is
little different than Butterworth). This figure applies for white noise added after the
channel filter but before the data filter (which could be either integrate-and-dump or
2-pole Butterworth as indicated). The modulation can be biphase, guadriphase or
staggered guadriphase,

1. J. J. Jones, "Filter Distortion and Intersymbol Interference Effects on
- PSK Signals", IEEE Trans. on Comm. Tech, » Vol COM-19, April 1971,
PP. 120-132.
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Figure 4-1. Bandwidth-limiting degradation of QPSK and BPSK signals

To apply Figure 4-1 to the present case, we must correct for the fact
that the primary noise contribution is before the channel filter: thus, the noise power
is reduced somewhat. The 2-pole Butterworth data filter has bandwidth (at bandpass) -
- equal to the symbol rate. Then, when white noise is introduced after the channel fil-

ter, as in Figure 4-1, the noise power is proportional to

d_ _ 1 (-1)
] 144 S
0

Now assume a 6-pole Butterworth (61' Chebyshev with 0. 1 dB ripple) channel filter with
bandwidth (at bandpass) equal to 1. 5 times the symbol rate. TFigure 4-1 shows a
degradation of 1.2 dB when the noise ig introduced after the channel filter. When the
white noise is introduced before the channel filter, the resulting noise power is pro-

portional to

“ df | |
= 1.00 (4-2)
[ 1+ (f/~1.5)12] {1+ 54) .
0
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evaluated by numerical integration. Thus, the noise power is reduced by 0.4 dB when

introduced before the channel filter,

Thus, for a channel filter providing a 6-pole Butterworth transfer function
with a 3- dB bandpass bandwidth of 225 MHz, the estimated degradation in Eb/ N,
due to the restricted bandwidth is 0, 8 dB when the noise is introduced before the

channel filter, at a bit rate of 150 Mbps for biphase and 300 Mbps for quadriphase.

The above calculation is an estimate because the effect of hard or soft
limiting has not been brought in. The limiting occurs after the channel filter but
before the data filter. A study has heen made of the case where the noise is intro-
duced after hard limiting 2 , with degradation results similar to Figure 4-1. Conse-
quently, the existence of limiting in the repeater channel should have little effect on

the estimated degradation for transmitting serial uncoded data.

4,1.1.2 Parallel Data Transmission

High bandwidth efficiency with multiple carriers (i.e., subchannels) is
possible by spacing adjacent carriers by the symbol rate to achieve orthogonality.
Then, an integrate-and-dump detection over the symbol duration has a response
only from the desired carrier, assuming the Doppler ofifset has been removed. The
multiple carriers can be each quadriphase modulated* with parallel data streams, all
gynchronous to a common clock. To transmit 300 Mbps with guadriphase, the band-
width is 150 MHz plus guard space (proportional to the bandwidth of the individual
subchannels); thus, using parallel subchannels instead of a single serial data stream

does not degrade the bandwidth utilization of the repeater channel.

There is a cost involved in providing a suitably linear channel. First,
there is the impact to the user of transmitting multiple carriers. Two alternatives
are {1) to have individual amplifiers for each subchannel combined at IF or RF, and
(2) to have an amplifier with a peak power high enough to avoeid excessive intermodula-
tion, The required peak factor allowance is computed similarly to the discussion
below for the repeater channel,

The impact to the TDRS is a requirement for operating the repeater

channel backed off into soft limiting to reduce intermodulation to an acceptable

*Staggered quadriphase is not allowed since the orthogonality between the parallel
carriers is maintained only with synchronized symbols.

2, C. R. Cahn and C. R. Moore, "Bandwidth Efficiency for Digital Communications
via a Hard Limiting Channel", Proc. Int. Telem. Conf., 1972.
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level, Assuming a reasenably large number of channels, the composite signal has
the statistics of Gaussian noise, and the intermodulation duc 1o soll limiting can be
+computed analytically (3] . Furthermore, with a tandem link, the best compromise
between excessive intermodulation and excessive backoff can be evaluated, as a func-
tion of the desired signal-to-noise ratio in a subchannel.
The analysis in reference 3 assumes a soft limiter with the input-output

characteristic plotted in Figure 4-2, given by the formula (where x is input envelope
and y is output envelope)

E . <<E
y x,fJx4

5IVL - /e + 2 sin T w/a] 5 x>/

Equation 4-3 evaluates the fundamental (first zone) output for symmetrical peak clip-
ping at a finite limiting level, Note that the onset of clipping for a single carrier
input occurs when the output power is 2. 1 dB below the saturation output.

Figure 4-3 presents the output signal-to-noise-plus-intermodulation when
the limiting channel, with the caracteristic of Figure 4-2, is backed off from satura-
tion. (Here, the curve is plotted with saturation output defined as +2.1 dB; i.e., the

onset of clipping occurs at 0 dB.) The application of this curve is now described.

The NASA Goddard Definition Phase Report calls for 2 signal-to-noise ratio of
25 dB on the TDRS-to-ground link of the Ku band single access return link, so as to
yield a tandem link loss of 1 dB at maximum data rate. Assuming this requirement
applies to the sum of intermodulation and noise on the TDRS-to-ground link, Figure
4-3 shows that the optimum operating point to yield an output signal-to-noise-plus-
intermodulation ratioc of 25 dB backs off the repeater about 7.5 dB from saturation.
However, if we allow a tandem link losgs of 2. dB, the required signal-to-noise-plus-
infermodulation ratio on the TDRS-to-ground link is reduced to 21.3 dB, and the
required backoff from saturation is reduced to about 6.5 dB, Allowing an additional
1 dB of tandem link loss corresponds to the degradation estimated in Section 4. 1, 1, 1 for
serial data in a finite bandwidth,

3. C.R., Cahn, '"Crosstalk due to Finite Limiting of Frequency-Muliiplexed
Signals'', Proc. IRE, Vol. 48, January 1960, pp. 53-59.
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If the TDRS-to-ground link is designed for 1 413 tandem link loss at
optimum hackoff, note from Figure 4-3 that the loss remains within 2 dB for backoffs
ranging between 4 dB and 11 dB. Thus, the precise backoff to accommodate multiple

carriers is not critical,

4,1,1.3 Accommodating Two Independent Data Signals in Limiting Channel

A Ku band user, such as the Space Shuttle, may wish to transmit two
independent data signals on the return link, one conveying high data rate scientific
data, the second carrying low data rate engineering data. One approach is to -
modulate these data streams on seperate carriers. This raises the question as to
the effect of a hard or soft limiting repeater channel. However, a basic consideration
of intermodulation products with two carriers leads to the conclusion that they do not

fall directly on the carriers.

To show the behavior analytically, we assume the signals to be consider-
ably narrower than the channel bandwidth, so that channel filtering effects need not
be brought in, As an illustration, suppose the high data rate signal is 25 Mbps and
the low data rate is 200 Kbps, both within the repeater channel bandwidth of 225 MHz.
Let us alsc assume the frequency separation of the carriers equals the bit rate on
the high data rate signal, the objective being to place the narrow signal in a spectral

null of the wideband signal.

Over the duration of one bit on the low rate signal, the input signal to the

limiter is
s{t) = Acos(ut +2nt/T +8) +a cos ot (4-4)

where T is the high data rate bit duration and 6 denotes the phase modulation on the high

data rate signal. Without considering noise, hard limiting in the repeater channel

/

wit) = — 84 {4-5)
[A2 a2+ 2Aa cos(2wt/T +9)]0'5

yields an instantaneous output of




Then, coherent demodulation at the frequency w integrating over the duration T gives

T
w = -;%fw(t) cos widt (4-8)
D

n
-

where x = 2ut/T.

By inspection of (4-6), we see that the integral is independent of phase
modulation which holds constant over the duration T. The integral can be expressed

in terms of complete elliptic integrals, as follows:

w:%i(a-A)K(fjaf)*'(a‘FA)E (——iﬂ)f (4-7)

Figure 4-4 plots (4-7) in terms of the input ratio a/A. One curve is the suppression
relative to total output power of the hard limiter. The other curve is relative to out-
put from a linear amplifier with same total output power. For a << A, the asympto-

lic result is
w = a/2A (4-8)

which ig the usual 6 dB suppression for hard limiting of a weak signal in the presence
of stronger constant envelope interference. Extending the coherent demodulation over
the bit duration of the low data rate signal, assumed to be a multiple of T, the

result is seen to be independent of the phase modulation on the high data rate signal,
despite the hard limiting in the repeater. The effect of limiting is to suppress the
weaker signal by 6 dB.



Now, let us introduce noise into the limiting repeater channel. If the
strong signal exceeds the noise power, the suppression of the weaker signal still
occurs. Figure 4-5 presents analytical results 4 for relative suppressgion of two
carriers with noise present, and by the reasoning leading to (4-6), phase modulation
on the carriers does not change these results. Figure 4-5 indicates that the 6 dB
suppression of the weaker signal substantially occurs when the input signal-to-noise
ratio in the repeater channel of the stronger signal is as low as, roughly, 4 dB. With
soft limiting in the repeater channel, of course, the suppression of the weaker signal

relative to the stronger is reduced.

22 1
20 1+

18 1
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14 1
12+

(B} REFERRED TO IDEAL
LINEAR REPEATER

POWER SUPPRESSION ~dB
BELOW TOTAL OUTPUT

| | PR
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974-2194 SOWER RA _
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Figure 4-4. Two Constant Amplitude Signals in Hard Limiter

L

4,1.1.4 Conclugions

Serial data with staggered quadriphase modulation is the most efficient
technique to transmit a high data rate with good bandwidth utilization through a limi-
ting repeater channel (300Mbps in 225 MHz channel) and small EIRP penalty to the

4. J. J. Jones, "Hard-Limiting of Two Signals in Random Noise', IEEE Trans,
on Info, Theory, Vol. IT-9, January 1963, pp. 34-42,
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user safellite (theoretically, 0.8 dB increase in Eb/ No from ideal biphase or quadri-
phase due to the intersymbol interference).

An alternate modulation approach would erﬁpioy multiple carriers to trans-
mit parallel data streams on subchannels. The main advantage of this is to eliminate
the need for high speed logic to format data into a serial stream on board the user
gatellite. The disadvantage is the requirement to handle high peak EIRP in the user
transponder transmitter (or alternatively to have multiple transmitters), and more
important, a need to operate the TDRS repeater channel significantly backed off from
saturation. At a maximum data rate of 300 Mbps, the repeater channel must then
have a saturation output about 7 dB above the power level given in the NASA Goddard
Definition Phase Report, The precise backoff is not critical, and can be controlled by an
AGC circuit in the TDRS which holds a fixed average output power from the repeater
channel.

As the data rate and user EIRP are decreased from the design maximum
(300 Mbps and 60 dBW), a proportional backoff from the design output of the repeater
channel is allowable. Furthermore, backoff is shown later in Section 5 to be desir-
able to reduce interference in other channels of the TDRS-to-ground link when a sig-
nal is absent from the channel, Thus, a reasonable design approach for the repeater
ig to set a fixed gain (possibly controllable by ground command) such that saturation
output is reached for the maximum EIRP signal (corresponding to 19 dB signal-to-
noise ratio in 225 MHz bandwidth).
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Even with a hard limiting repeater channel, the special case of two inde-
pendent data streams on separate carriers can be accommodated. Separating the
two carriers by the chip rate of the high rate data stream places the low rate data
signal in a spectral null (in fact, there would be complete orthogonality if the data
streams were synchronoug). The limiting suppresses the weaker signal by up to

6 dB but does not cause intermodulation to fall on the signal.
4.1.2 SOFT-DECISION ERROR CORRECTION

It is expected that the TDRS channel for the Ku-band return will operate
at or near hard limiting for high data rates. Then, the gain associated with nse of
soft decisions for Viterbi error correction will be reduced from the value (2 dB over
use of hard decisions) applicable to a linear channel. The problem is that the limit-
ing occurs after the largest noise contribution on the user-to-TDRS link. Of course,
the worst possibility is loss of the full 2 dB; in which case, the value of error cor-

rection becomes marginal,

4.1.2.1 Biphase Data Modulation

On the coherent Gaussian channel with symbol energy/noise vy, the proba-
bility of error for the Viterbi decoder with soft decisions and biphase modulation is

approximated by

o
M 2 ~ M
o exp(-x“/2)dx = ——m=——— exp(-d¥) (4-8)
2 2n(2d ;
Iy v anea)

where M is a constant depending on the error paths and d is the minimum Hamming
distance to an error path through the "trellis" describing the short constraint length
convolutional error correcting code. The exponential behavior as d grows is des-
cribed by

1
- QnPe——'y

d (4-10)

and this has been derived directly from the asymptotic approximation to the tail of

the Gaussian distribution,
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For other channelg with the same error correcting code, we desire to

find an exponential behavior for probability of error of the form

where £ is a function of Y. By comparing £ with vy, the degradation with respect to
the coherent Gaussian channel is obtained. Note that

1
~3mP, - (4-12)

shows how to obtain the exponent.

With bandpass hard limiting which retains phase information only, the

exponential behavior is obtained by considering the sum

d
t= ) cos, (4-13)
i=1

where the quantity ti = Cos Oi is available for each symheol, The sum in (4-13) is
taken over the d symbols by which the closest error path differs from the correct
path for the error correcting code. The Viterbi algorithm makes an error if t < 0
on an error path, where the true phase in the absence of noise is presumed to be 0

for each symbol.

[5]

The Chernoff bound is an exponential bound of the form

Probft< 0] < [Efexp(-A, cos O (4-14)

for any A 0 0, and the tightest bound is found by varying ko to minimize the expec-
tation. Then, in accordance with (4-12}, the exponential behavior as d increases is
given by

_.% en[Probit < 0}] > - /m[Efexp(-_ cos O)}] . (4-15)

5. Wozencraft and Jacobs, Principles of Communication Engineering, John
Wiley, 1965, pp. 97-106.
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Since the probability distribution of the random variable cos @ depends ony, we

implicitly have the exponential behavior as a function of Y.

At a low signal-to-noise ratio, the probability density of phase is approx-

imated by the first terms of a Fourier series, according to

Then,
11
E'EKP(")\D cos 0)} = El; f [1+ /uy cos 9].exp(-:\o cos 6)d6
-1
- | (4-17)
= L) -7 L)

For v—0, the }\0 minimizing the expectation also —0, and we have the approximation
to quadratic terms

32
- & 2 . L2
LA - vy LIk ) = 1 +7 Y 3 (4-18)
This is minimized at )‘o =+fmy, and
Efexp(-A, cos O)} , = 1-7¥ (4-19)

The tightest exponent upper bounding the probability of error then is

- fEfexp(-A_cos O)f .1 = 7V . (4-20)

which shows a degradation of 7/4 or 1.0 dB with respect to (4~10)., This was the
expected result at low y.

For an arbitrary vy, the probability density of the decision variable

t = cos 81s
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i d

2
= —t—— J1 Yt f
pe) \[—2‘ { +J/rrte [1 +erf(,/Yt)] (4-21)
(1 = t7)

We wish to evaluate

Efexp(-A ) = f exp(-A,t) pE)dt (4-22)

f~3
Numerically LDJ’ we have the approximation

i n
[ ~iE) dx Z % f(cos{2i - 1)n/2n) (4-23)
21 1= xz =1

which avoids the singularities at t = £1 in (4-21),
A numerical evaluation with n = 256 was carried out to find 7\0

minimizing (4-21) as a function of ¥, Results are given in Table 4-1, which compares
the hard limiting case with the ideal coherent channel, and the degradation is plotted
as a function of y in Figure 4-86,

Table 4-1, Excess S/N With Hard Limiting

b% Optimizing )Lo Exponent Degradation
2dB 2,1 1,21 1.17 dB
4 dB 3.1 1.88 1.26 dB
6 dB 4.1 2,90 1.38dB
8 dB 5.5 4,40 1.57dB

The tightness of the Chernoff bound for small d@ may be tested by directly
computing probability or error by convolution of (4-21) to give the distribution of t
and the probability that t < 0. Numerical results are plotted in Figure 4-6 and show
excellent agreement with the degradation found via the Chernoff bound. Consequently,
the degradation should apply accurately to a short constraint length convolutional code,

a linear metric is employed in the decoder.

6. R. W, Hamming, Numerical Methods for Scientists and Engmeers,
McGraw-Hill, 1962, p. 180
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4,1.2.2 @uadriphase Data Modulation

We now extend the Chernoff bound approach to quadriphase data modula-

. tion., A linear, unguantized metric is presumed, again, for decoding.

The analysis postulates two independent data streams on the respective
in-phase and quadrature (I and Q) carriers, in which case the distance d of the clos-
est code word sets the asymptotic performance. If the code word is sent alternately
en T and @, there will be some dependence of errors and the results to be obtained do

not apply precisely.

After hard limiting and product demodulation say to I, the decision is

made on the polarity of the sum
d
t = 2 cos(R tw/4) (4-24)
i=1

where the guantity tj = COS(GiiTT/ 4) is available for each symbol and Qi is the phase
error. The choice of sign of ™ /4 depends on the bit in Q. The Chernoff bound on

probability of error gives
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Probit < 0) < [Efexp(-)_ cos(P +u/pht A,> 0 (4-25)
and the tightest bound as a function of )‘o is given by

..a]-?m[Prob{t < 0}] > —fn[E{exp(—)\o cos(f +n/ANll, . (4-26)

[R5 g =]

staggered quadriphase (SQPSK) is affected the same as @PSK by the limiting,

At a low signal-to-neise ratio,
P() ¥ = [1+\27y cos A] (4-217)

where Y is the symbol energy/noise ratio, (With quadriphase, the distribution of
phase is specified by 2v.) The expectation in (4-25) is

E{exp(—)\o cos(f +n/4)) = I (X)) - Y ;A ) (4-28)

which is the same as for the BPSK case, and the degradation is /4 or
1,04dB.

1

Note that (4-27) leads to the conclusion that a linear metric is optimum
at low S/N for both BPSK and QPSK.

For an arbitrary 8/N, the expectation in (4-25) is

1 fﬂ ‘o Xo
= p(8) exp(-—= cos 8) exp(—= sin 6)df
27 - \}E \fé

E{exp(—)\o cos (8 + m/4))

lfﬂ >‘0 ko
= | p(8) exp(-—= cos f) cosh(—= sin BdP
i a8 \E \/5

1 ' g
pu) exp(-lou) cosh()\é) V1 - u“)ydu
-1

It

(4-29)
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where u = cos 8 and A\ = )\0/ n2, The probability density p(u) is

_2-)/ ’ ) 2 e
pla) = __9._.._?: (1 +\Zny e 1 +erf(y/2y wl

V1-u (4-30)

noting again that the distribution of phase is set by 2y with quadriphase.

A numerical evaluation with 256 points was carried out to minimize
(4-29) as a function of h;), with regults listed in Table 4-2. The degradation is the

loss due to hard limiting, compared with solt decisions on the ideal coherent channel.

Table 4-2. Excess §/N With Hard Limiting of QPSK

0% Optimizing A(') Exponent Degradation
2dB 2,3 1.26 1.0dB
4 3.3 2.02 .95
6 4.9 3.25 . 88
8 7.3 5.21 .83
4,1.2.3 Computer Simulation Results

Appendix IX and X present a more detailed analysis of the hard limiting
channel with biphase or quadriphase modulations, and for the latter considers use
of a nonlinear metric for the decoder. Also simulation results for Viterbi decoding
are presented. Agreement with theory is obtained in that the loss due to hard limit-
ing is less for quadriphase than for biphase modulation, The loss is roughly
1. 2 dB for biphase and 0. 8 dB for quadriphase with a linear decoder metric. With
a nonlinear decoder metric, the loss for quadriphase is roughly 0. 5 dB,
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4,1.3 TOLERABLE CO-CHANNEL INTERFERENCE WITH QUADRIPHASE

Suppose that antenna polarization multiplexing is utilized to transmit two
Ku-band single access return links in a common spectrum assignment; in particular,
from TDRS to ground. K the isolation between the two polarization modes is not per-
fect, there will be co-channel interference of one quadriphase data signal due to the
residual presence of the second signal. The interference has the worst effect if it
happens to be unmodulated; i.e., is CW. More generally, the interfering signal has
an arbitrary time phase with respect to data bit transitions, and its interference

effect is somewhat less severe,

Since the two signals originate from two separate users, it is reasonable
to assume a random carrier phase relation even though the nominal carrier fre-
quencies may be equal. The probability of error due to randomly phased CW inter-
ference has been derived 7] for coherent demodulation of a biphase data signal
received in presence of Gaussia.n noise, and is shown in Figure 4-7. The parameter
KD = interference amplitude relative to desired signal. The abscissa indicates the
energy per bit/noise density ratio not including the CW interference.

Figure 4-7 may also be applied to quadriphase since the receiver
effectively performs two orthogonal demodulations to extract a pair of binary data
signals. (In other words, quadriphase is the sum of two biphase modulated carriers,
combined in phase quadrature and each having half the total power.) However, KD
now equals the interference/desired amplitude ratio multiplies by V2.

For uncoded data at P_ = 10"5, Figure 4-7 shows that the increase in

Eb/N0 due to the CW interference is negligible for K_ = 0.1; this corresponds to the

D

interference being 23 dB below the desired quadriphase signal. At K_ = 0,2, or

D
interference 17 dB down, the increase in Eb/No is about 1 dB. (This is for the worst

case of no data modulation on the interfering signal.)

It is concluded that 17 dB of isolation between the two polarization modes
is barely adequate provided that the quadriphase uncoded data signals are multiplexed

with equal amplitudes. With error correction coding, poorer isolation could be tolerated.

7. J.N. Birch and R.H. French, Definition of Multipath/RFI Experiments for
Orbital Testing with a Small Applications Technology Satellite, Final Report,
Contract No. NAS9-12705, NASA-MSC, 1 December 1972,
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4,1.4 TWO-WAY RANGING IN Ku-BAND SYSTEM

Although the current operational system concept does not require
coherent transponding at Ku-band, two-way range and range rate measurement at
Ku-band is likely to be a future need. Then, the problem of handling asynchronous
high rate data on the return link is the same as for S-band. In addition, the problem
is raised that the TDRS autotrack design, described below in Section 4.2, is predi-

cated on a non-spread Ku-band return link signal (minimum data rate is 1 Mbps).

As suggested for S-band single access, a separate PN signal can be
transmitted over the Ku-band return link. The first question to be answered is the
minimum required PN signal EIRP for ranging. As at S-band, this minimum power
is dictated by the requirement for an acceptable acquisition time. To compute EIRP,
it is convenient to note that the user-to-TDRS links at S-band and Ku-band are
almost exactly the same* with respect to signal-to-noise ratio. However, at Ku-band,
the two-way Doppler uncertainty for 100 m/sec range rate error is 10 kHz, Also,
we presume a spread bandwidth corresponding to 12 Mbps chip rate, so that the
search aperture corresponding to a range error of 50 Km is 8000 PN chips., With
EIRP = 8 dBW, the detection filter bandwidth can be about 40 kHz (scaling from
Section 3. 1, 8. 2), which comfortably encompasses the 10 kHz Doppler uncertainty,
The search rate is about 1500 chips/sec (again scaling for the increased EIRP),

and the acquisition time is about 5 seconds.

7 The minimum EIRP for a data signal is 30 dBW, corresponding to
1 Mbps (coded), according to the NASA Goddard Definition Phase Study Report. The
received S/N at TDRS in 18 MHz (1.5 x PN chip rate) is 0 dB for this EIRP. Thus,
the interference {rom the data signal in an overlapping spectrum with the PN effec-
tively raises the noise level by 3 dB. To tolerate this increase in noise level, the
required EIRP for the PN signal is thus increased to 11 dBW, which is still 19 dB
below the data signal. Higher data rates on the data signal will necessitate further
increases in EIRP of the PN ranging signal, but less than the increase in EIRP of
the data signal.

The effect of hard limiting, as before, is to create an intermodulation

product at the same level as the PN; hence, the total PN interference is 16 dB below

*Antenna gain increase compensates for free space loss increase, and the noise
temperatures are nearly the same.
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the data signal., Since the S/N in 18 MHz for the 1 Mbps data signal is 0 dB at the
TDRS (see above), the PN is 16 dB below the noise and therefore introduces a -

degradation of 0.1 dB on the data performance at this I Mbps {coded} data rate.

Next, let us assume a data signal with EIRP = 40 dBw corresponding to
10 Mbps (coded). Now*, the S/N received at TDRS in 19 MHz is +10 dB, which
requires the EIRP of the PN signal in the same 18 MHz band to be raised to 18.4
dBw, Thus, the EIRP of the PN iz 21.6 dB below the data signal, After hard limiting,
which creates a 3rd order intermod, the total PN interference is 18.6 dB below the
data signal, or 8.6 dB below the noise in 18 MHz bandwidth. The degradation to the
data signal is 0.6 dB, based on a computation which assumes the PN ranging signai

lies in the same specirum and adds to the total noisc power level.

This asgumption is not valid when the PN chip rate is comparable to or
less than the data rate on the data signal, With hard limiting of the combined éignals
in the user transmitter, a better way to describe the interference by PN to the data
signal is that a phase perturbation is produced on the latter. 1f the PN is 21.6 dB
below the data signal after hard limiting, the ratio is 15.6 dB prior to limiting. The
maximum phase perturbation (randomly positive or negative) is 9,6°, With a bi-
phase data signal, the maximum degradation is given simply by cos(9.6°), or
0.12 dB. With quadriphase, the degradation asymptotically approaches si_n(450—9. 60}
/sin(450), or 1,7 dB, for low error rate (uncoded). With coding, however, it is more
accurate to compute degradation at a moderate error rate. For instance, using
tables of the probability distribution of phase of a carrier in Gaussian noise, we find
the more representative degradation to quadriphase at 10—zerror rate is about 0,7 dB

due to a 10° phase perturbation®*

Fixing the PN code rate at 12 Mbps, we see that further increasing the
data rate (with coding) does not change the 5/N received at TDRS in 18 MHz bandwidth,
since the signal bandwidth broadens directly proportional to data rate, on the assump-
tion of random data. The EIRP in the PN signal does not have to be raised above
18.4 dBW computed for 10 Mbps data, even though the EIRP in the data signal

increases above 40 dBW directly proportional to data rate, It is seen, therefore,

*We assume here a quadriphase data signal with bandwidth approximately equal to
the PN bandwidth.

**The computation evaluates the probability of noise shifting phase outside the cor-
rect decision sector from -35° to +55°, and assumes one bit error in this event.
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that the degradation caused by the PN ranging signal to the data signal decreases as
the data rate inereases above approximately 10 Mbps (coded), for the reason that the
PN becomes relatively weaker as the data rate increases.

Now let us consider a maximum data rate of 120 Mbps without coding in
88 MHz bandwidth, for which the data signal has an EIRP of 56 dBW and the S8/N in
the 88 MHz bandwidth, or any narrower bandwidth, is 19 dB. Now, the EIRP of the
PN ranging signal has to be 8 dBW + 19 dB = 27 dBW, which is 29 dB below the data
signal. Assuming hard limiting in the user transmitter, the maximum phase pertur-
bation is 4°, Taking 10-5 error rate as representative without coding, the degrada-
tion fo quadriphase is 0. 3 dB due to the 4° phase perturbation. For a maximum data
rate of 300 Mbps without coding in 225 MHz bandwidth, the required EIRP of the PN
ranging signal remains 27 dBW, since the 5/N of the data signal is still 19 dB, but
the EIRP of the data signal is 60 dBW. Now, the maximum phase perturbation is
2.5°, and the degradation to the data signal caused by the PN ranging signal is about
0.1dB.
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4.2 AUTOTRACK ANALYSIS AND IMPLEMENTATION CONCEPT |

Ku-Band single aceess serve requires an autotrack system bolh on Lthe
TDRS and on the user. Both autotrack systems are analyzed in this section, and their

implementations are digcussed.
4.2,1 RECOMMENDED TDRS AUTOTRACK SYSTEM

Three different TDRS autotrack systems are compared in Appendix XIV
on the basis of user EIRP requirements for steering the Ku-band antenna, All three
are compared on the basis of pointing the Ku-band beam with a pointing loss of less
than 0.5 dB. The required user EIRP for each system is found to he less than that -
required for user data transmission of the same bandwidth, In addition to user
EIRP, the other important design considerations are size and weight of the auto-
track hardware on the TDRS, All these factors are considered in this discussion to

arrive at a recommended system,

4,2,1.1 Autotrack Baseline Systemm Ku-Band, Unspoiled Beam

The autotrack system considered to be the "baseline' is the unspoiled ‘
beam Ku-band system, in which the TDRS data receive beam to he pointed is also
the sum beam of the autotrack system. This system was found to have the lowest
EIRP requirements of the three considered. The user EIRP required for data trans-
mission is 20 dB greater than that required for autotrack. Some of this margin can
be used to minimize the TDRS equipment, e.g., by omitting RF front end amplifiers

from the autotrack difference channel receivers.

The initial pointing uncertainty of £0,45° is not within the autotrack
antenna's capture range, but a search of only one ‘circle scan around thé initial
pointing direction would suffice for initial acquisition, The search can be com-
manded and evaluated from the ground station, causing no impact on the hardware
required on the TDRS, '

4,2.1.2 Ku-Band - Spoiled Beam Autotrack

Beamspoiling at Ku-band for autotrack acquisition purposes is accom-
plished by adding a separate Ku-band spoiled-beam feed system to the TDRS antenna,
Slight offset of the autotrack feed system with respect to the data beam feed contri-

butes an additional component of pointing error estimated to be 0.029 degrees. The
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autotrack sum beam now needs a dedicated receiver, separate from the one used for
the unspoiled Ku-band beam. Furthermore, the EIRP requirement computed in
Appendix XIV shows only a few dB of margin compared to that required for trans-
mission of coded data. It is felt that the additional antenna feed system, the extra
Ku-band receiver, the additional offset pointing error, and the reduced power
margin combined make the spoiled beam Ku-band system less attractive than the

baseline unspoiled beam Ku-band autotrack system described above.

4,2,1,3 S-Band Autotrack

Since the TDRS has both S-band and Ku-band feeds, the S-band system
may be used to steer the Ku-band beam. As in the above case, slight offset of the
autotrack feed system with respect to the data beam feed contributes an additional

component of pointing error, estimated to be 0,048 degrees. [ 8, Section 4. 4. 1. 2)

Ku-band users also have S-band transmitters which, in some cases, may
not need to operate at high EIRP (above +8 dBW), In order to allow the autotrack
system to operate on low power S-band transmissions, the autotrack receiver band-
width W must be made small {see Appendix XIV). As W is reduced, the autotrack
system then must be modified to accommodate doppler shifts as large as £+26 PPM,
orz60 kHz, Thus, the S-band autotrack system forces a choice to be made of build-
ing doppler tracking receivers on the TDRS or requiring the user EIRP to be above
+8 dBW at S-band. |

S-band also has a peculiar RFI problem, resulting from pulsed radar
transmission in Europe. Verbal communication from Mr. Jim Lyttle of ESL to
Dr. Charles Cahn of Magnavox has indicated that the composite effect of these radars
is to cause in-band pulses received at the TDRS that are 3 to 4 microseconds in dura-
tion with an average period of 75 microseconds. The received power spectral
density level is usually ~141 dBW/MHz re a 0 dB gain TDRS antenna when the pulse is
present, with an additional 40 dB in the case where the radar antenna happens to be
pointed directly at the TDRS, The +ic bandwidth is 10 MHz for the interference.

The TDRS S$-band beamwidth is 2.33° between its 3 dB points and can
illuminate a circle on the earth approximately 800 miles in diameter. If all the
radars are located within the circle, then the full 36 dB antenna gain is applied,
making the received level -105 dBW/MHz, with an additional 40 dB peak factor,
Normal user data transmission, on the other hand, is received at about -130 dBW/MHz.

8. dJ. C, Pullara, et al, "Dual S- and Ku-Band Tracking Feed for a TDRS
Reflector Antenna Tradeoff Study, "Martin-Marietta Aerospace Corp.
Final Report (Phase I) to NASA-GSFC, July 1974.
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Since the RFI is pulsed, its presence can be detected and used to open
gating circuits in the sum and difference receivers to remove the RFI, This is an
additional complicating subsystem for the TDRS equipment. It is felt that the com-~
bination of S-band RFI protection, doppler tracking receivers, and the additional
offset pointing error makes the S-band autotrack system less attractive than the

baseline unspoiled beam Ku-band autotrack system.

4.2.1.4 Summary and Conclusions for TDRS Autotrack Recommendation

The Ku-band unspoiled beam autotrack system is recommended as the
system of choice for the TDRS antenna to track Ku-band users. Users with only 5-
band transmitters may be tracked by command from the ground station. A compari-
son summary of the recommended system with the S-band autotrack and spoiled

beam Ku-band autotrack systems is given in Table 4-3.
4,2,2 DESIGN AND ANALYSIS OF RECOMMENDED TDRS AUTOTRACK

Section 4.2,1 recommended a Ku-band unspoiled beam autotrack system
for the TDRS. This section will detail the design of the system for tracking and
acquisition, and will analyze its performance.

As pointed out above, 20 dB less user EIRP is required for autotrack
than is required for data. It is assumed for this design and analysis that, for the
duration of user tracking, the user always transmits a signal of spectr‘al density
+30 dBW/MHz (the level required for data transmission) with a minimum bandwidth
of W Hz, where W is the bandwidth of the autotrack receivers. Some of this margin
-w;ill be used to simplify the autotrack receivers by combining the azimuth and eleva-
tion difference beams in phase quadrature to share a single 4 channel receiver, and

also by deleting the A-channel low noise RF amplifier.

4.2.2.1 Choice of Autotrack Parameters
4,2.2.1.1 Choice of Receiver Bandwidth W

The minimum Ku-band user data rate is assumed to be 10° bits per
second, so that an autotrack receiver bandwidth of W = 1.5x1 06 Hz will‘receive
almost all its power. It is assumed that higher data rate users will maintain the
same ratio of KIRP to data rate, so that the signal power received in W =1, 5:)«;106 Hz

will be constand,

7 .
This means qudriphase data modulator, when rate 1/2 error connection coding is
being employed,
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Table 4-3. Comparison Summary of Three TDRS Antotrack Alternatives

Ku-Band - Ungpoiled Beam

- EIRP Margin >20 dB, which may be used to omit the low noise RF front end amplifiers from the
difference channel receivers and to multiplex the difference channels into a single receiver.

- Simple initial search procedure for acquisition using ground station command and evaluation,

Ku-Band - Spoiled Beam
- Additional antenna feed system required.

- Additional low noise Ku-band receiver required for sum channel,
- Low EIRP margin; requires RI' low noise amplifiers in two separate difference channels,

- Additional pointing error due to autotrack feed offset,

S-Band
- Requires doppler tracking receiver or user EIRP of more than +8 dBW,
~ Pulsed RFI protection required.
- Additional pointing error due to autotrack feed offset.




The effect of doppler is most pronounced for the 1 Mbps user. The
maximum doppler shift is +26x100 of the carrier frequency, or +390 ki{z. The

worst case doppler loss is

1.5-0,39

L=1010g10( 15 )=-1.3dB

A higher value of W would reduce the doppler loss, but would also allow more noise
power into the autotrack receiver without additional signal power for the 1 Mbps
user. Thus,

W=1.5%x 106 Hz {4-31)
is selected as the bandwidth for the autotrack receivers. The user EIRP requirement

is +30 dBW in the 1,5 MHz autotrack receiver band.
4,2.2,1,2 Choice of Servo Loop Noise Bandwidth

The analysis of Appendix XIV indicates that with a TDA front end and
wW=1, 5x106, the optimum noise bandwidth is bn = 0.73 Hz, Extrapolating from
those results, a higher noise figure receiver as suggested here would result in a
smaller optimum necise bandwidth, Furthermore, with an antenna structure that

resonates at 1 Hz, a safe choice for servo loop noise bandwidth would be

b_=0.5 Hz (4-32)

4.2.2.2 Loss Due to Beampointing Error

The most important sources of pointing error are:

a, offset e-rrors due to slight misalignment of the autotrack feed
system from the data beam feed system, and due to precomparator and post-

| comparator amplitude and phase imbalance,

b. dynamic servo tracking error,

c. received noise bias error due to precomparator amplitude
imbalance, and

d. variance in the pointing angle due to receiver noise.

The total beampointing error will be determined by adding these four
components, The sum will use three times the noise variance, so that with Gaussian

jitter the resulting pointing accuracy is obtained 99,9% of the time,
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4.2,2.2.1 Offset Error

A recent report [ 8] has delineated and gquantified the sources of offset
error, Using the autotrack sum channel for the data signal as well means that there
are no significant feed system offset errors. The only offset error confributors are
precomparator amplitude and phase imbalance and post-comparator phase imbalance

between the sum and different receivers,

The effect of these contributors gives an offset error A0 determined by

the formuia [ 8, p.A-21]

) A /
29 0.183¢3 1nf|32] [-sinotang+ Vi+sin‘atan’p]} (2-33)
B % 1

where ,Az/Al | ig the ratio of precomparator amplitudes

o is the precomparator phase difference

B8 is the post-comparator phase difference

GB is the 3 dB beamwidth of each of the squinted autotrack beams
§ is the squint angle.

AP is maximized when ‘Az/Al <1 and ep>0. Thus, as a worst case we have from

|A2/A1| = 0,954 {0,4 dB imbanance) (4-34)
o= 15°
Bg=20°

Using (4-34) in (4-33) with 85/ 6" 2 gives

28/ 0 = 0.0521 (4-35)

with 6 = 0.35°
B
(4-36)
A6 =0,0182°

4,2.2,2.2 Dynamic Servo Lag Error
From Appendix XIV, the worst-case dynamic servo lag is

eL = KZmax/4bn (4-37)
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where KZma.x = 0,0127 deg/sec is the maximum angular velocity to be tracked, and

bn is the servo loop noise bandwidth in Hz, From (4-32) and (4-37)

BL = 0,00635 degrees , (4-38)

4.2,2,2.3 Noise Bias Error

The control signal bias error caused by noise received at the antenna and

a precomparator amplitude imbalance of 0.4 dB is found in Appendix XIV to be

29 kWTA
B PS

6=3,17x10" (4-39)
where GB =0,35" is the 3 dB beamwidth of each of the squinted beams
K =1.38x10 2° watts/Hz/°K
T
P

AT antenna noise temperature in °K

g = effective sum beam signal power in watts

Table 4-4 shows the computation of PS/KWT A for the A-channel to be
PS/kWTA = 5.62 , (4-40)
As a worst case, we assume the same value to hold for the Z-channel, whence
8= 0,0020 degrees . (4-41)

4.2.2,2,4 Noise Variance

The noise variance is given in Appendix XIV as

\/o .52kTpb_ kWT
B )

Tg= 6 Py 1+ P, (4-42)
where TR is the total receiver noise temperature in K., In Table 4-4,
PS/ kWTy, is determined for the A~-channel to be

PS/kWTR = 0,19 . (4-43)
As a worst case, we assume the same value to hold for the E—Cha.rmel whence

og= 0.00083 | | (4-44)
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Table 4-4, Signal and Noise Power Computations

SIGNAL

User EIRP in W= 1,5 MHz

Doppler loss

Space loss*

Pointing loss*

Polarization loss*

Line losses*

Antenna gain*

Quadrature &-channel combiner loss

RF-IF conversion loss in A-channel

Effective autotrack sum channel power, 10 log1 OPS

(worst case with inclusion of A-channel losses)

NOISE
Paramp Receiver noise temperature at receiver front end*
Paramp noise temperature
Antenna noise temperature at receiver front end less 10 dB converter loss, T A
IF front end noise temperature
Total receiver noise temperature, TR
10 log1 0}«:WT A

10 log, (kWTp

SIGNAL-TO-NOISE RATIOS
10 IOgIOPS -10 loglokWTA = -143,.9 + 151.4=17.5 clB—»PS/l‘:WTA =5,62

10 log IOPS -10 1og10kWT = -143,9 + 136,6 = -7.3 dB—-PS/kWT =0.,19

R R

*Refer to GSFC Definition Phase Study Report of the TDRSS, Table 3-2.

+30 dBw
-1.3 dB
-209.2 dB
~0.5 dB
0.5 dB
-2.0 dB
+52.6 dB
-3.0 dB
-10 dB

-143.9 dBw

450°K
100°K
35°K
1000°K
1035°K
~-151.4 dBW
-136.6 dBW




4.2.2.2,5 Total Pointing Error

The total pointing error is determined from (4-36), (4-38), (4-41) and
(4-44) to be

6 =AB+ B + 6+3¢
e L ® (4-15)

= 0,029 degrees

Assuming a Gaussian shaped beam, this pointing error corresponds to a pointing

loss of

-2, 773(89/83)2
L, =101log. . [e ]
P 10 (4-46)
<0.1dB

4.2.2.3 Autotrack Acquisition

Initial acquisition is begun by a ground station command toc the TDRS
antenna to steer in the direction of the user. The autotrack range is conservatively
+
top
short search procedure is used to reduce the pointing error to within the autotrack

which is not sufficient to encompass the initial unéertainty of +0,.45°, Thus, a

range.

The beampointing error during the search could be determined by meas-
uring received user power at the ‘TDRS. Instead, a ground station measurement is
recommended to minimize the TDRS equipment, Since the user signal is hard-
limited when relayed by the Tl‘)_RS:, a power measurement at the ground station serves
no purpose. Instead, measurement of the phase noise (and hence noise-to-signal ‘

ratio) in a Costas loop demodulator is recommended, as shown in Figure 4-8.

Figure 4-8 is diagrammed with a 750 kHz wide filter preceding a square
law device and integrator for noise power measuremenf. The 750 kHz bandwidth is
commensurate with the minimum user bandwidth of 1.5 MHz. The system output p
is monitored as a function of search position, and the correct location is determined
to be that for which p is minimum. After the search, the beam is commanded to

return to that position and autotrack is begun,

One possible search pattern commanded by the ground station is shown
in Figure 4-3, The TDRS beam center is steered in a circle around its ipitial com -~

manded position in the center of the figure, with the beam center following the path
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Figure 4-9. Diagram of Initial Autotrack Search for User Position

as shown., The beam covers the uncertainty region so that every point is examined
within 2,2 dB of the beam peak. The total path length used for the search is

BS=

(0.45°) (2m)
(4-47)

S e

19°

Assuming an antenna velocity of 1 degree/sec, the total search time is

TS = 2 seconds
The pointing time is at most an additional 1 second after the search is completed,
In addition, there is 0.15 second propagation delay on the search command and on
the search readout and on the final pointing ,command. Thus, the total acquisition
time is 3.45 sec, This seems to be a small addition to the initial command response

time which could be as large as 30 seconds.

An analysis of the acquisition probability is done in Appendix XV. It is
shown there that the acquisition probability exceeds 0.99999,
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4,2.2,4 TDRS Autotrack System Block Diagram

An annotated block diagram of the recommended TDRS autotrack system
is given in Figure 4-10. It shows two chamnels, one for the Z-beam, which is also
the Ku-band data beam, and one for the quadrature-multiplexed A-beams.
Quadrature multiplexing of the two A-channels can be used since the 3 -channel
signal is fully coherent with both A-channel signals. It may later be used as
a coherent reference to demultiplex the two quadrature channels.

Two IF's are used in the design, 2 GHz and then 60 MHz, to allow gains
to be distributed, circumventing oscillation problems. The IF's were chosen to
allow reasonable Q values of the bandpass filters shown. The data channel is
separated from the autotrack X-channel after 2 GHz amplification. The =-
and A-channels must, of course, be phase matched across the 1.5 MHz second
IF hand.

The Z-channel is received from the =-comparator output through a
diplexer at a level of ~100 dBm/Mhps. A low noise (100°K) 30 dB gain parametric
amplifier is used followed by an RF —IF1 down-conversion to 2 GHz, At this point
the signal is filtered with a 300 MHz wide bandpass filter to reject transmitter
leakage, spurious signals, and broadband noise, while passing data signals as wide
as 225 MHz. After 30 dB of IF amplification, the signal level is up to -50 dBm,
at which point the data signal is separated. A second downconversion to 60 MEHz
allows 1.5 MHz wide bandpass filtering, followed by 75 dB of gain, giving a +7 dBm
drive level to the autotrack phase detector mixers. The 75 dB amplifier also feeds
an AGC detector to keep constant the = and A signal levels., The AGC detector
time constant is chosen to be 0.1 ms, much faster than system time constants in
search (1.3 ms) or tracking (=2 sec), yet many times the reciprocal of the 1.5 MHz
predetection bandwidth,

The A-channel receiver chain has similar frequency conversions and
filtering as the T-channel receiver chain, However, its gain distributions are dif-
ferent, First, in the interest of economy, there is no Ku-band amplifier. The
75 dB amplifier at 60 MHz is the same as in the Z-channel and the total A-channel
gain is chosen to make the maximum A-level into the phase detector mixers -3 dBm
(at the edge of the autotrack range). This ensures linear operation of the mixers
for the A-input, while giving a maximum DC output of about 140 mV, This level is
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over 40 dB above good DC amplifier offset levels, so that a 40 dB A-beam null may
be achieved. The 45 dB second IF amplifier achieves this desired A-channel gain
level. Since A-channel gain variations are not corrected by the AGC, the two
A~channel amplifiers are allowed to vary 1 dB each, contributing +2 dB variation

to the autotrack loop gain,

An important function of the filters in hoth the - and A-channels is
rejection of the 1 watt Ku~band transmitter, The minimum required rejection levels
are noted on the diagram to keep the transmitter signal from saturating mixers and

amplifiers and from interfering with the autotrack control.

The A-~channel is split in a quadrature hybrid to regain the A A7 and

AEL signals, which are then separately phase detected against the Z-channel refer-
ence. The resulting DC voltages are amplified with a single pole lowpass cutoff of

f0 = 1,3 Hz, determined from Eguation (27) of Appendix XI.
wg lﬁbn
f0='2—rr": on =1,3 Hz (4-48)

The DC amplifier outputs are then used to control the azimuth and elevation servos,
which each have a single pole at the origin (type 1 system).

4,2.2.5 APC Modification

The analysis of Section 4. 2. 2. 2 uses an assumption [8, p 4-51) for the
maximum phase imbalance between the -receiver and the -receiver of 20°, Sub-
sequent communication with L. Deerkoski and P. Dalle~Mura of NASA-GFSC has
indicated that NASA's experience does not support this assumption when a paramp

receiver is used,

An automatic phase control (APC) loop is described in Appendix XIII to
compensate for the problem of phase drift in the £—channel paramp. With this type

of modification to the system, the performance calculations remain valid.
4,2.3 TDRS AUTOTRACK SCENARIO AND REQUIREMENTS ON USER

The following scenario is described for establishing and maintaining

the communications link between the TDRS and a Ku-band single-access user.

a. The ground station commands the TDRS to point its antenna
at the user,

4-36



b. The TDRS steers its antenna to within an uncertainty region

of 0,45 degrees in radius.

e, Either (a) the user continually maintains its antenna pointed
at the TDRS, or (b) the ground station commands the user via TDRS S-band relay to
point at the TDRS and turn on its Ku-band transmitter. (This requires an S-band

omnidirectional antenna on the user.)

d. The user transmits a Ku-band signal to the TDRS
(EIRP = +32 dBW in the 1.5 MHz TDRS autotrack band) for the TDRS autotrack

search procedure. The search is controlled and evaluated by the ground station,

e, After the TDRS antenna alignment toward the user to 0.5 4B
pointing loss, then on command from the ground station, the TDRS transmits a

Ku-band signal to the user for user autotrack.

f. After the user autotrack acquisition is complete, the ground
station determines if link performance is acceptable and notifies the user to start

data transmission. Data transmission begins,

g. Both the TDRS and the user maintain Ku-band transmission
as long as autotrack is to be maintained. The user transmission must be a signal
{(data or oﬂle'rwise) with +32 dBW of EIRP within the 1,5 MHz TDRS autotrack band.
The TDRS must transmit a signal of +43,5 dBW in the 7.5 MHz user autotrack band.

4.2.4 USER AUTOTRACK

4,2.4.1 S-Band Autotrack for Ku-Band Beamsteering

There are a number of contributors to the Ku-band beampointing error
in an S-band autotrack system: dynamic serveo lag, antenna noise bias error with
comparator gain imbalance and/or nonisotropic noise, noise variations on the
control signal, autotrack feed offset relative to the Ku-band feed, and offset due to
precomparator amplitude and phase imbalance and post-comparator phase imbal -
ance, It will be shown that the imbalances assumed make the pointing error due to
the last contributor listed so large, that it disqualifies an S-band autotrack system

for pointing a Ku-band beam.
The imbalance offset error is given by (4-49)

g—;= 0.183 ‘(eB/eq) in{ [A,/4)| [-sinatanp+ Vivsin ta.nﬁﬁ 1} (4-49)
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where |A2/ A1| is the ratio of precomparator amplitudes

& is the precoinparator phase difference

p is the post-comparator phase difference

B

0., is the 3 dB beamwidth of each of the squinted autotrack beams
Gq is the squint angle, ‘

is maximized when IAZ/A1|‘< 1 and ep>0. Thus, as a worst case we have

IAZ/AII = 0,954 (0.4 dB imbalance)

e 50 (4-50)
=20°
Using (4-50) in (4-49) with eB/eq = 2 gives
£6/65 = 0.0295 {(4-51)
With a pointing error Be, the Ku-Band pointing loss, assuming a
Gaussian-shaped beam, is
-2.773 (ee/eb)2
Ly = -10 1og10[e Jin dB {4-52)
where
_ 2106,4 MHz
b = O3, 775 Mz °B (4-53)
is the Ku-band half-power beamwidth, Using {4-53) in (4-52) gives
-118.8 (99/93)2
Ly, = -10 log, o [e ]in dB (4~54)
Using ee = A8, as given in (4-51) results in a pointing loss of
L, =10.45dB (4-55)

I a total pointing loss of 0.5 dB is required, there remains only 0,05 dB of allow-
able pointing loss due to all the other sources. Thus, S-band autotrack for steering

the Ku-Band beam is not considered a feasible appreach,

Further efforts on the user autotrack design will concentrate on the
unspoiled Ku-band approach,
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+.2.4,2 Analysis and Design of Ku-Band User Autotrack

TDRSS Ku-band users are required to point their Ku-band transmit
beams at the TDRS with an accuracy that maintains the autotrack beampointing loss
below 0.5 dB, This requirement implies, for a Gaussian-shaped beam, that the
pointin.g error can be no more than 20% of the half-power two-sided beamwidth, No
data are received by the user at Ku-band, so that a low noise S-channel receiver is

not required.

It is assumed that the user can initially point his antenna to be within its
3 dB beamwidth, which is within the autotrack range. From that point, the autotrack

system will reduce the pointing error so that the pointing loss is less than 0.5 dB.

In the interest of hardware simplicity, no Ku-band amplifiers will be used
in the autotrack receivers., Furthermore, quadrature multiplexing of the azimuth
and elevation A-gignals will be employed so that a single A-channel receiver can be

used,
4,2.4,2,1 Tracking Error Analysis
The following tracking error components must be considered:

a, Dynamic Servo Lag. The angular velocity which the user
antenna must track has two comp‘onénts:' the angular velocity due to user positional
motion relative to TDRS (0.0127 deg/sec max) and the angular velocity due to user
spin relative to TDRS. The user orientation is assumed fixed relative to earth
center, so that relative to TDRS, the maximum value of the second component is
360° /orbit period. The shortest period is 90 minutes for HEAQ, S0 the maximum
value of the second angular velocity component is 0.0667 degrees/second. The two
components combined produce a maximum angular velocity of 0,0794 degrees/
second. For a type "1", critically damped autotrack servo system of noise band-
width bn’ the dynamic servo lag error from Appendix XI is

_0.0794

_ -2
BL— 4bn = 1,985x10 /bn degrees (4-56)

b. Noise bias error. For isotropic received noise, the noise

bias due to a 0.4 dB gain imbalance in the autotrack comparator is determined in
Appendix XIV to be
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B L KWT

degrees {4-57)

where 6p is the full 3 dB beam width of each of the Ku-band squinted beams,

k is Boltzmann's constant (1.38x10"23 watts/° K/Hz)

W is the bandwidth of the autotrack receivers in Hz

T A is the antenna noise temperature in °K
PS is the received signal power in the sum channel in watts
c. Noise variance., From Appendix XIV,
52kT,,b kWT
’ R™n R
oy = BB\f 5 (+—p—) degrees (4-58)
) S
d. Offset Error., With the autotrack sum channel used for the

Ku-band data transmission as well, there are no significant feed offset errors. The
only significant offset error contributors are precomparator amplitude and phase
imbalance, and postcomparator phase imbalance between the sum and difference
receivers. The resulting offset error A9 is determined by

6 A 5
%%= 0,183 (ei) In IKz—l[“Simtanﬁ* 1*”91“2“‘3“25] (4-59)
q 1

where [Az/All is the ratio of precomparator amplitudes

o« is the precomparator phase difference
P is the post-comparator phase difference
eq is the autotrack beam squint angle,

lael is maximized when |A2/A1|<1 and op>0, Thus, asa worst case, we have [8, p 4-51}

|A,/A | = 0.954 (0.4 dB imbalance)
a=15° (4-60)
B = 20°

Using (4-60) in (4-59) with eB/eq = 2 gives

|a6/6,| = 0.052 degrees (4-61)
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The total tracking error Be is determined by combining the four
components in {(4-36), (4-57), {(¢-60) and (4-61). The combination will use 3oqy so
that with Gaussian jitter, the required pointing accuracy is maintained at least
99.6% of the time, Thus, we have

= -+ + .'+ (5]
Be BL BI 36 A

or

L 985102 5 KWT, a6 \jﬂ.52kTRbn kWTy
B

e +3,14x10° 76 -+ ) +0.0528_ (4-62)
e b, B Pg P Py B

8

The pointing error in (4-62) will be determined as a function of user
antenna diameter for the low TDRS EIRP level (+43.5 dBW), For meeting the flux
density requirements, it is assumed that the TDRS transmission is spread over a
7.5 MHz bandwidth, The autotrack receiver bandwidth W will be made equal to the
spread bandwidth,

W = 7.5x10° Hz (4-63)

The effects of doppler (390 kHz maximum) may be neglected for this wide a
bandwidth,

The received signal power as the user antenna output is one-fourth that of
the high TDRS EIRP level, From the TDRSS Definition Phase Study Report, the
received signal power is related to the user antenna gain by:

P, =1.00x1071%G /4

A A (4-64)

= 2. 74x10_17GA watts

Allowing 3 dB for multiplexing the A-channels and 10 dB for mixer conversion and

other losses before the first IF amplifier, we have

Ps

il

P, /20
A
18 (4-65)

1.37x10° G, watts
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[91

The user antenna gain is assumed to be related to its beamwidth by
G, = 27,000/¢> (4'~66)
A ’ B
so that

Py = 3. 70x10“14/92B watts 4-67)

Using the same noise temperatures as in Section 4,.2,2, we have

= 35°
TA 35°K

{(4-69)

TR =1035°"K

We then have from (4-63), (4-67) and {4-68)

_ 242
kWTA/PS =9.79x10 BB
(4-69)

- 2
kWTR/PS = 2. 898B

Using {(4-69) in (4-62) with bn = 0,5 Hz gives

_ -3.3 -4 2 2
Be =0,0398 + 3,07x10 eB +9.50x10 6B 1+ 2.899B + 0.0528B 4-70)
The Ku-band beampointing loss resulting from the pointing error ee in
(4-70) is, assuming a Gaussian-shaped beam,
2
-2.773 (6 /0. )
- e B
Ly, = ~10 log, , [e ] (4-71)

The antenna diameter D is assumed to be related to the beamwidth by (51

D= BBK/BB

(4-72)
=4, 64/E}B feet

Using (4-70), (4~71) and (4-72), a curve of autotrack pointing loss vs antenna
diameter is given in Figure 4-11.

% Jasik, H. (ed.), Antenna Engineering Handbook, McGraw-1ill Book Co, New
York, 1961, p. 12-12,
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4.2.4,2,2 User Autotrack System Block Diagram
The power level received at the £-beam antenna output is determined
from (4-64), (4-66) and (4~72) o be

4

P, = 3.44x10“1 D watts

A

(4-73)

_ {—105 dBm, D=1 ft

1nPA_ Ao 1T - A = o
1V A { couDim, L= 14,0 1IT

Using the range of received levels given in (4-73), a block diagram of the user

autotrack system is given in Figure 4-12,

The block diagram shows two channels, one for the >~beam, and one
for the quadrature multiplexed A-beams. Quadrature multiplexing of the two
A —channels can be used since the S-channel signal is fully coherent with both
A -channel signals. It may later be used as a coherent reference to demultiplex
the two quadrature channels,

Two IF's are used in the design, 2 GHz and then 60 MHz, to allow gains
to be distributed, circumventing oscillation problems. The IF's were chosen to
allow reasonable Q values of the bandpass filters shown, The ®- and A-channels

must, of course, be phase matched across the 7.5 MHz second IF band,

The Z-channel receiver input is obtained from the Z-channel antenna
output through a diplexer at a level of -105 to -83 dBm, depending on the dish size.
In the interest of hardware simplification, no Ku-band amplifier is used, The input
signal is immediately processed by an RF ~IF1 down-conversion to 2 GHz, At this
point the signal is filtered with a 300 MHz wide bandpass filter to reject transmitter
leakage, spurious signals, and broadband noise. After 50 dB of IF amplification,
the signal level is up to a range of ~65 to 43 dBm, A second down-conversion to
60 MHz allows 7.5 MHz wide bandpass filtering, followed by 64 to 86 dB of gain,
giving a +7 dBm drive level to the autotrack phase detector mixers. The gain G of

the 60 MHz amplifier is determined by the antenna diameter:

8,2
G=4x10"/D (4-74)
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The range of sum beam signal-to-noise ratio in the W iz receiver
bandwidth is determined from (4-69) and (4-72)

-18 dB for 1 ft dish

+4 dB for 12.5 ft dish (£-175)

SNR = {
The sum beam signal-to-noise ratio in the range given in (4-75) is not sufficient to
provide reliable AGC on the signal level if a noncoherent detector is used, Coherent
detection is provided by locking a spread spectrum processor to the Ku-band PN
code. This processor is similar to that in the user S-band transponder, Its initial
doppler acquisition and code timing information may be supplied from the user's
S-band spread spectrum processor, thereby reducing the complexity and time

required for initial acquisition,

The &-channel receiver chain has similar frequency conversions and
filtering as the Z-channel receiver chain, However, its gain distributions are dif-
ferent. The 60 MHz amplifier is the same as in the Z-¢hannel and the total
A -channel gain is chosen to make the maximum A- level into the phase detector
mixers ~3 dBm (at the edge of the autotrack range), This ensures linear operation
of the mixers for the A-input, while giving a maximum DC output to about 140 mV,
This level is over 40 dB above good DC amplifier offset levels, so that a 40 dB
A-beam null may be achieved. The 40 dB first IF amplifier achieves this desired
A-channel gain level. Since A-channel gain variations are not corrected by the AGC,
the two A-channel amplifiers are allowed to vary +1 dB each, contributing +2 dB
variation to the autotrack loop gain,

The A-channel is split in a quadrature hybrid to regain the & and

AZ
A EL signals, which are then separately synchronously detected against the

Z-channel reference, The resulting DC voltages are amplified with a single pole
lowpass cutoff of fo = 1.3 Hz, determined from Equation (27) of Appendix XI,

f, = =

0 2r  2m

= 1'3 HZ (4"76)

The DC amplifier outputs are then used to control the azimuth and elevation

servos, which each have a single pole at the origin (type 1 system),
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4.3 OPERATIONAL PROCEDURES

The following operational procedures for establishing a two-way link are

proposed for a Ku-band single access system:
1. Point TDRS 8-band antenna towards user.

2, Insert user address, selecting the preamble hdpping code and the
subsequent PN code to be transmitted at S-band.

3. Insert a priori range rate information for a forward link {rans-

mission and both a priori range and range rate for a return link reception at S-band,

4. Ground station transmits a FH preamble at S-band for a sufficient
time to acquire the user receiver with an omni S-band antenna {at which point the

user receiver swilches to PN).

5. Ground station switches to PN and transmits for a sufficient time

to acquire the S-band user receiver again,

6. Command the user to point its S-band autotrack antenna and begin

a forward link autotrack mode, if applicable.

7. Command the user to start a return link PN (or PSK) transmission
at S~band.,

8. TDRS acquires the user S-band signal.

9. Ground station PN receiver acquires and tracks the user signal, and
makes a range and range rate measurement, if applicable. (Suitable tracking perfor-

mancc is the final confirmation of a satisfactory two-way S-band link,)

10. Instruct the uscr to begin Ku-band autotrack on forward link, with

command pointing instructions, if applicable.

11, Ground station transmits a PN signal at Ku-band for a sufficient
interval for the user to (1) autosearch (approximately £10 PN chips) and reacquire

the PN signal and (2) autotrack the forward Ku-band signal.

12, Command the user to begin (1) PN, (2) PSK, or (3) PSK with a

separate low power PN signal transmission at Ku-band,
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13. TDRS institutes acquisition search, and autotracks the return link

EKu-band signal.

14, Ground station PN receiver acquires and tracks the Ku-band user
signal, (Suitable tracking performance is the final confirmation of a satisfactory
Ku-band link, )

15. Command the user to send telemetry data.

16, Measure range and range rate at Ku-band, if applicable,
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SECTION 5
TDRS-TO-GROUND LINK

This section covers the design tradeoffs associated with the TDRS~to-
ground link. These include techniques for IRF combining and feasibility of FDM
operation on the downlink. The feasibility of polarization multiplexing of two Ku-
band return channels, both 225 MHz bandwidth, is discussed in detail, with an
implementation for improving the isolation between the two polarization modes. Also

covered are problems associaled with AGIPA operation.

5.1 FREQUENCY PLAN

The frequendy plan for the TDRS-to-ground transmissions is shown in
Figure 5-1, which also indicates the assignment for TDIIS-to-user Ku-band trans-
missions. Link budget computations from the NASA Goddard Definition Study

Report lead to the requirements:

Multiple Access FDM Signal - 52 mW (total)
S-~hand Single Access Return - 44 mW (cach)
Ku-band Return -  3.2W (cach)

which are the normal power levels (at TWT) for use when rain attenuation in the

atmosphere is not a problem. (See new valucs in Section 5.3.1.)

Because of the high power assigned to the Ku-band return link chahnel,
excessive interference with the other return channels is possible due to the out-of-
band spectral emissions which can arise from channel limiting. Bchavior both with

and without a signal in the Ku-band return channel must be studied.

5.1.1 OUT-0F-BAND EMISSIONS WITH HARD LIMITING OF Ku-BAND RETURN
LINK

Use of staggered quadriphase has previously been shown in Section 2,1,1,2
to have the desirable feature that the out-of-band spectrum can bhe made very low by
sharp cutoff filtering despite subsequent limiting (non-linear amplification), The Ku-
band return link channel of the TDRS will approaéh hard limiting, and thus, SQPN or
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SQPSK is recommended to reduce interference with the other return links
multiplexed into the TDRS to ground signal,

If the SQPSK signal is not present, the Ku band return channel could be
allowed to hard limit on receiver thermal noise, Now, there is a different out-of-band
spectrum than when the SQPSK signal is present, Theoretical computations have been
made for hard limiting of Gaussian noise with an idealized rectangular passband (2] .
and an asymptotic approximation has been given (2] for the out-of-band spectrum when
the bandpass S(f) is symmetrical. This out-of-band approximation (normalized to have

unit power in the first zone) is

a2 3
S, () = B°/2|f -1 | {(5-1)

where fo is the center frequency and 5 is the rins bandwidth[g] defined by

P 9 0.3
‘-[r-o (f - fo) Sy df

f S(f)df
o]

If S(f) is a 6~pole Butterworth with cutoff at 20,75 Hz from center*, (5-2) yields
=454, Figure 5-2 plots the asymptotic spectrum according to (5-1), Note that

B (5-2)

the filter cutoff has no effect on the out~of-band spectrum after limiting, except as it
affects the rms bandwidth, In particular, a steeper filter cutoff would not reduce the

out=of-hand spectrum,

1. Lawson and Uhlenback, Threshold Signals, McGraw-Hill, 1950, p. 58,

2. R. Price, "A Note on the Envelope and Phase-~Modulated Components of Narrow-
Band Gaussian Noise," IRE Trans. on Info, Theory, Vol, IT-1, September 1955,
pp. 9-13,

3. P. M. Woodward, Probability and Information Theory with Applications to Radar,
Second Edition, Pergamon Press, 1964, p. 102.

*A frequency of 1 Hz is a normalization for convenience to the chip rate of SQPN,
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5.1.1.1 Computations of Spectrum

A computer simulation* was performed to measure the speetral density for
hard limiting of Gaussian noise with a Butterworth speétrum, The result is plotted in
Figure 5-2 and shows excellent agreement with the asymptote, (At f=28, a 3 dB ervror
results due to aliasing, since the sampling rate of the simulation is 16.) Also plotted

in Figure 5-2 are the spectral peaks of SQPN, as found in Section 2.1.1.2,

An analytical computation of the spectrum for Gaussian noise after hard

limiting proceeds as follows for the case of a symmetrical input spectrum. Let

0{T) = pO(T) cos w T (5-3)

denote the normalized input autocorrelation (p(0) = 3). Then, after hard limiting
(+ 7/4 clipping level yields unit amplitude in the first zone), the autocorrelation func- -

tion is (1}

6, (1) = g- sin‘l[,oo('r) cos @ T

(5-4)
and the output spectrum is
: -1
Sh(f) = 4] Dh(T) cos 2n(f + fO)T d_‘r
0 T
LA Bl ,
gf g(0_(T)) cos 2n{T dT
0

{5=5}

Gaussian noise samples were generated at 16 samples/sec, filtered, and hard limited.
A duration of 8192 samples was transformed by an FI''T', and the power in 64 adjacent
lines was averaged, Thus, points spaced by 0,125 Hz are obtained and plotted. This
measurement technique is in accordance with one procedure suggested by Blackman
and Tukey[4] ‘

4, Blackman and Tukey, The Measurement of Power Spectra, Dover Publications,
1959, pp. 115-116.
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where [ is assumed arbitrarily large (no overlap from higher zones into the first
o]

zonhe around fo). The function g(y} is a generalized complefe elliptic integral

2m
A -
gly) = El;f sin 1 (v cos x) cos x dx

l-sinzx
yf dx .
[ _ .2 .2

n

.
0 y 1-¥" sin"x

=R~

2 ¥ [eel2(s; 1, 0)]
(5-6)

The function cel2(y; A, B) is a subroutine in the IBM-360 Scientific Subroutine Package.

The computational procedure is to approximate the Fourier transform by a
discrete transform, and apply the FFT algorithm. Thus, we compute P, s the trans-
form of the assumed low pass spectrum S{f). Then, g( pO) is computed calling the cel2
routine, and the inverse transform (5-5) is computed. Results are plotted in Figure 5-2,
with evaluation by 256-point FFT computations. Agreement with the simulation results
is excellent at all frequencies, and the asymptote is seen to be correct. This gives con-

fidence in the simulation approach when a theoretical analysis is not feasible.

5.1.1,2 Application to TDRS to Ground Link

It is concluded that the out-of-band spectrum from a hard limiting channel is
considerably higher when the input is Gaussian noise than when it is SQPN. We now con-
sider the Ku-band link from TDRS to ground. The applicable frequency plan is shown in

Figure 5-3. The Ku-band single access channel operates as a saturating amplifier

S=-Band
Single Access

I .
MA Users 44 mw /145 mw | Ku-Band Single Access
52 mw /420 mw 3.2 w/13w

|
|
gi
i

le— 250 MHz —'l‘*‘ 100 MHz —SM—— 225 Miz = —9)

50 MHz -
10 MHz 5 MHz

Figure 5-3. Frequency Plan for Ku-Band Link, TDRS to Ground
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and therefore causes interference with the S-band single access channels and the MA
channel, It is assumed for the moment that no selectivity is available from the com-

biner for the foursignals, We take the normal power levels indicated in Figure 5-3.

If SQPN at a chip rate of 150 Mhps {with SOPSK, the total data rate =
300 Mbps) is received in the Ku~band single access channel at a high 5/N, the spec-
trum after filtering and hard limiting is as indicated in Figure 5-2 (6-pole Butterworth
filter}, where 1,0 Hz = 150 MHz here. The spectral peaks are 21 dB down in the cldser
S-band single access channel, and 33 dB down at the edge of the MA‘channel‘_ 'Then,
the floor on TDRS to ground signal-to-noise ratio due to the interference from the
Ku-band single access channel is 13 dB for the MA channel and 14 dB for the S-band

gingle access channel*,

If there is just Gaussian noise in the Ku-band single access channel,
Figufe 5-2 shows the spectrum to be 15 dB down in the closer S-band single access
channel, and 18 dB down at the edge of the MA channel, Then, the floor on TDRS to
ground signal—to—ndise ratio due to the interference from the Ku-band single access

channel is 12 dB for the MA channel and 22 dB for the S-band single access channel.

The above results are summarized in Table 5=1 for the TDRS to ground

link, except that a minimum of 14 dB of isolation is presumed from RF combining,

Table 5-1. Comparison of Required TDRS to Ground 8/N with Floor
Due to Ku-Band Hard Limiting Channel

S/N Due to
Ku-Band Channel 5/N
Required
With Signal Without Signal
SSA Chanmnel 28 dB ' 22 dB 14.0 dB
MA Channel 27 dB 12 4B 6.5 dB
14 dB isolation in combiner

*
The out-of-band spectrum value is adjusted for the ratio of powers and also for the
ratio of bandwidths, Note that the spectral values in Figure 5-2 are normalized to
150 MHz chip rate,
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as discussed in Section 5.3. Acceptable operation resuits with SQODPN or SOPSK in the
Ku-band single access return channel; however, operation is marginal when the signal
is absent, unless additional selectivity can be realized in the RI" combiner or unless
backoff from hard limiting is allowed in the absence of a signal,

Note that interference from only one Ku-band single access return signal
is included, since the second signal is presumed to be on an orthogonal polarization.
That is, the TDRS to ground link carries two wideband Ku-band single access return

signals multiplexed on orthogonal circular polarization modes. (This is discussed

5.1,2 OUT-OF-BAND SPECTRUM WITH SOFT LIMITING

This section considers the possible use of soft limiting in the Ku-band
channel rather than hard limiting with the objective of controlling interference into
the adjacent channels,

A typical input-output transfer function for soft limiting is the error
function

Av 9
Vout — \@erf()w) = VS/ﬂf exp(-x“)dv
0 (5=7)

where v is the input envelope and Vout is the output envelope. The soft limiter is
presumed to create no phase distortion (i.e., there is no AM to PM conversion),
Note that when A is small, the limiter becomes linear with gain \Jg/mA =1.6 \
while A== produces a hard limiter with output amplitude equal to.[2 (so that
saturation output power is normalized to unity),

If v is the envelope of Gaussian noise of unit power, we can compute the
mean output amplitude to be

2 Av 2
E{vout} = \8/xn fmv exp(-v /Z)dvf exp(-x")dx
0

0
5

U

0.
2002701 + 22

(5-8)
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Reduction of mean amplitude below the saturation value of 2 is one poésible definition

of the backoff from hard limiting.

Another definition of backoff from hard limiting is the reduction in average

output power. A simple closed form result as a function of » does not seem available.

5.1.2.1 Spectrum Computation for Soft Limiting

The Monte Carleo simulation described in Section 5. 1,1 was modified to
measure the spectrum of Gaussian noise after soft limiting*, The only change to the
program was to introduce the soft limiter defined by (5-7). The simulation has
already been validated by its demonstrated accuracy for the hard limiting case. The
output average power was also measured in the simulation to give the backoff (by one

definition),

Simulation results are presented in Figure 5-4 for various degrees of

backoff, with a 6-pole Butterworth input spectrum of bandpass = 1. 5,

5,1,2.2 Effect on Tandem Link Performance for Weak Desired Signal in Channel

We now evaluate the tandem link performance {measured by Eb/No in the
ground receiver) for a weak signal at the input to the soft limiting channel defined by
(5-7). If the desired signal amplitude'is a2 and the instantaneous amplitude of the

noise is v, the instantancous envelope at the input to the soft limiter is

2

r = (a +v2 + 2av cos m}o's

(5-9)

where ¢ is the instantaneous phase difference. The instantaneous output amplitude of

the desired signal then is

27
a = E%Ef (a+vcosm)mdco
0

out r
(5-10)

* .
Analytical computation of the spectrum of Gaussian noise after soft limiting could be
carried out via a series expansion, but the simulation approach has the advantage of
flexibility and adaptibility to non-Gaussian inputs, '
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introducing (5-7) and averaging over a uniform distribution of phasewy. Then, averaging

over the distribution of noise amplitude v, the output amplitude of the desired signal is

Efa

= 2
out} :J. a, ¢V exp-v /2)dv (G-11)

-0

using the Rayleigh distribution for the noise envelope v.

We can evaluate the derivative of (5-10} with respect to the parameter \ ;
thus,

da 2n
out 1
dXx A
' ¢

J? exp(- )tz(v +a )) [aIO(Zav)\z)\-vIIQav)\z)]

{a +v cos m)\[g? exp(—lzrz)dm

]

= /% a(l - v2 )\2) exp(—)\zvz) _ . _ , (5-12)
for a — 0. The mean of this is

o0
E{dacmt/dk} = \/-ET af (1 - ve Az) exp (- szz)v 6xp(—vz/2)dv
0

-2
= \/;STT' a(l + 21 o (13)

Finally, by integrating with respect tox

out \/- f (1_,_2}{2)

- \/g al—2 +:(1:tan-1(\[2‘n (14)

1+2)\2 2



As a check,

 da; A -
Eftgu) -7 Aei X0
- \[—;- a ;3 A - (5-15)

which are the correct limits (linear and hard limiting cases, respectively).

For A =¥.75, yielding the 1.9 dB backoff curve of Figure 5-4, (5-14)
gives a reduction in average output amplitude of 1,2 dB, compared with hard limiting
(x=«). Consequently, if noise dominates on the user to TDRS link, rather than on
the TDRS to ground link, there is an improvement by going to soft limiting: however,
this improvement is offset by the reduced signal-to~noise ratio on the TDRS to ground

link. There is an optimumX; however, the choice is not critical.

Analytically, the ground receiver performance is characterized by

(Eb/No)ground , which ig given hy

2
T, [E /2
_ b[ {aout}]
(Eb/No)ground " ®olimiter ¥ ‘Nd/s)ground (5-16)

where (No)lim'i ter 18 the spectral density at band center normalized to saturation

output as given in Figure 5-4, and (S/NO}gro and

ground link. The signal-to-noise ratio in the handpass prior to limiting is

is the parameter for the TDRS to

-ﬁé‘- S/No)pprs = & 72 - (5-17)

where (S/NO)TDRS is the parameter for the user to TDRS link. Substituting (5-14) and
(5-17) into (5-16), we have

2
[ A + -%? tan_l(\/z_l)]

142208 Va2

E/Ny) = (E,/Np) (/7 5 — (5=18)
b’ “o’ground b/ "O’TDRS FNO)limitEr + (NO/S)groun(i_] B
The NASA Goddard Definition Phase Report calls for (S/ NoBIF)groun q = 25.1dB,
For A small, we have, using the linear gain,
8 ,2
Nodiimiter Brr = 7 A . (5-19)
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Then, (12) becomes for A — 0

. 1
Eb/Nodgrouna = ®b/NolTpRrs (5-20)

1+ 2 MNo/8 )ground IF

We obtain a tandem link loss of 1 dB for transponding a weak signal when : = 0,11,
corresponding to backoff by about 15 dB.

To show that backoff from hard limiting improves the performance, we
compute (E, /N )ground from (5-18) for the values A = @ (hard .Iimiting), N =/ 1.5
(1.1 dB backoff}, and » =./.75 (1.9 dB backoff)y. From Figure 5-
~2.2 dB, -3.1 dB, and -3, 9 dB, respectively, with B
bhandwidth). The result is

4, (No)limiter -

F = 1,5 {normalized value of

(E/

4] ground

= =0,62 dB; hard limiting
~0.24 dB; 1.1 dB backoff
-0.08 dB; 1.9 dB backoif

b/No)TDRS

The improvement vnth backoff is due to the reduction in 11m1ter suppression, while

the noise contributed by the TDRS to ground link remains negligible for a small backoff.
5.1.2.3 Conclusions

The spectrum of Gaussian noise after soft limiting approaches that of
SOPN with only a relatively small backoff (approximately 2 dB) of the channel output
power from the saturation value, Table 5-1 in Section 5.1, 1.then would show the sé.__me
S/N floor both with and without a signal being present in the Ku~band channel. Further-
more, operation of the Ku-band channel with backoff is consistent with the fact that the
TDRS to ground link has need for ai high power only to handle the h.igh data rate case
{300 Mbps in 225 MHz bandwidth). At lower data rates, but with the samerpower on
the TDRS to ground link, the tandem link loss becomes negligible, and backoff improves
performance by reducing the degradation in S/N due to limiter suppression effects.
The degree of backoff when the channel soft limits on receiver noise only is not critical,
It is desired to approach full saturation butput from the channel when a 300 Mbps data

signal is received from the user at the EIRP necessary to support such a data rate,
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5.1.3 OUT-0F-BAND SPECTRUM WITH BIPHASE SIGNAL

Staggered quadriphase has been shown to have a low out~of-band spectrum
after filtering and hard or soft limiting in the Ku-band return channel, Section 5.1.2
showed that limiting on Gaussian noise alone produces a similar oui-of-band spectrum
when there is a modest backoff from hard limiting. (An error function limiter trans-
fer function is presumed,) The problem is now brought up to evaluate the out-of-hand
spectrum with a biphase signal in the channel. The objective is to specify the maximum

allowable hiphase chin rate which does not create unacceptable out-of-band emissions,

5.1.3.1 Monte Carlo Simulation Approach

We utilize the Monte Carlo simulation approach described in Section 5.1, 2
for a soft limiting bandpass channel with Gaussian noise input. Now, a hiphase PN
signal centered in the channel is added to the Gaussian noise, The PN code period is
equal to the FFT period; hence, the chip rate is selected by choosing the number of

stages of the maximasl linear PN generator*,

In the absence of signal, soft limiting is desirable to control the out-of-band
spectrum due to Gaussian noise alone, and Section 5. 1.2 suggests a backoff in the range
1.1dBto 1.9dB. With signal present, one operational concept is to maintain a fixed
gain prior to limiting in the TDRS Ku-band return link channel; thus, as the signal
power increases, the channel approaches hard limiting. However, since backoff on
the downlink from TDRS to ground is acceptable in proportion to the reduction in data
rate from the maximum to be accommodated in the channel (300 Mbps for 225 MHz
bandwidth), the alternative concept can be advanced to control gain (AGC or from ground)

with changes in the signal level,

5.1.3.2 Simulation Resulis

We assume a received S/N in the channel TDRS corresponding to uncoded
data at a specified data rate, From the NASA Goddard Definition Phase Study Report,
8/Nis 19 dB for 300 Mbps data rate, and there is a proportionate reduction in S/N at

Gaussian noise samples are generated at 16 samples/sec and added to the PN signal
with a period of 8192 samples, The sum is filtered and soft limited, After allowing
for decay of the initial transient, a period is transformed by a FFT algorithm, and
the power in 64 adjacent lines is averaged. Thus, points spaced by 64 x 16/8192 =
0.125 Hz are computed and plotted, The PN chip rate is 16N/8192, where N is the
code period in chips,
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reduced data rates. Figure 5-5 presents simunlation results (1 Hz is the normalization
which corresponds to 150 MHz) on the spectrum for several biphase data rates, with
fixed gain operation such that the backoff would be 1.1 dB on input noise alone, Thus,

with signal present, the TDRS channel is operating essentially in hard limiting,

Figure 5-5 should be compared with Figure 5-4 of Section 5,1,2, I is
observed that with a biphase gignal at a low chip rate, the spectral density is lower
near the band edge but tends to be higher out-of-band than was previously found for
SQPSK at the maximum bit rate or Gaussian noise with soft limiting. For a biphase
chip rate of 0.248, a crossover occurs at 2 Hz (compared to a backoff of 1,1 dB on
Gaussian noise alone), For a biphase chip rate of 0.498, the spectrum is higher
beyond 1 Hz.

Figure 5-6 presents results for the maximum biphase data rate of unity
(i.e., 150 Mbps). Observe that the spectrum with esgentially hard limiting (limiter
is set for 1,1 dB backoff on noise alone) is very close to the theoretical (sin x/x)2
of unfiltered biphase, However, a modest backoff into soft limiting significantly
reduces the out-of-hand spectrum, With 1, 8 dB of backoff, the spectral peaks for
biphase lie at or below the peaks of SQPSK with hard limiting (compare with
Figure 5-4 of Section 5.1.2).

5.1.3.3 Interference Caused by Ku-Band Downlink Chamel

We may now apply the simulation regults to compute the signal-to-
interference ratios caused by the Ku-band return link channel on the TDRS-to-ground
downlink. The approach is the same as followed in Section 5,1.1. Table 5-2 gives
the computed ratios¥, assuming a minimum of 14 dB of isclation is provided by the

combiner (see Section 5. 3).

These ratios are computed by taking the ratio of transmitted power levels, adding
the dB by which the peak 1n1:erfer1ng spectral density is below 0 dB/Hz, and correct-
ing for the bandwidth ratio,
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Table 5-2, S/I in Downlink Channels, Fixed Gain Operation
(1.1 dB Backoff on Noise Alone)

Ku-Band Saturation Qutput = 3,2 W
300 Mbps No, Signal 75 Mbps | 150 Mbps | Required
SQPSK 1.1 dB Backoff BPSK BPSK 5/1
SSA Channel | g 4p 97 dB 26 dB 20 dB 14 dB
44 mW
MA Channel |, 4 23 dB 17 dB 13dB | 6.5 dB
52 mwW

Includes combiner isolation of 14 dB

5.1.3.4 Conclusions

With a minimum of 14 dB of combiner isolation between the Ku-band return
link channel and the S~band single access or the multiple access channel on the TDRS-
to~ground downlink, there are adequate sighal-to-interference ratios for biphase data
in the Ku-band channel up to about 75 Mbps. Operation at 150 Mbps biphase produces
marginal S/I ratios. '

The above results are based on fixed gain operation of the TDRS Ku-band
return link channel such that the backoff is 1,1 dB on noise alone. The channel is
essentially hard limiting for the bit rates studied, If the TDRS channel has gain con-
trol (AGC or ground command) producing a modest backoff , the 8/I ratios improve
considerably. For example, at 150 Mbps biphase, with 1.8 dB of backoff*, Figure 5-6
shows an improvement in 5/I of 8 dB for the S-band single access channel, and an
imf)rovement of 21 dB for the multiple access channel, compared with Table 5-2 at
150 Mbps. (These are the reductions in the spectral peaks from Ku-band falling into
these channels, )

*
Note that 3 dB of backoff can be tolerated at a bit rate of 150 Mbps, since the
saturation power is sized for 300 Mbps data rate,
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0.1.4 SPECTRAL INTERFERENCE FROM Ku BAND TFORWARD LINK

Although the TDRS to user Ku-band forward link is transmitted on a
different antenna than the TDRS to ground link, there would be mutual interference
whenever the user satellite passes through the beam directed to the ground. We wish
to assess the interference caused to the S-band single access system and the multiple‘
access system on the TDRS to ground link. We assume no reduction of interference

has been realized from possible different polarization modes,

The EIRP for high power operation of the Ku~band forward link trans-
mitter (without pointing loss) is 50 dBW, according to the NASA Goddard Definition
Report. The TDRS to ground EIRP is 42. 8 dB + P, where in the normal mode,
P=-13.6 dBW (44 mW) for the single access signal and -12, 8 dBW (52 mW) for the

multiple access signal,

The Ku-band forward link can be spread spectrum, in which case a PN
chip rate of 15 Mbps suffices to meet IRAC flux density limitations, Alternatively,
the Ku-band forward link can convey FM video, with the parameters 4.2 MHz video
baseband and +10 MHz peak deviation. We wish to compute the S/N in the S~band
single access channels and the multiple access channels due to interference from
the Ku~band forward link, The applicable frequency plan is shown in Figure 5-7,

25 MHz
50 MHz 50 MHz
+——— 250 MHz —————pl¢—
’-‘ ] .

MA Users Return Ka Band

EIRP = 30 dBw - SA
Return

X
S-Band SA Return Ku Band SA Forwar
EIRP = 29,2 dBw EIRP = 50 dBw

Figure 5-7, Frequency Plan for TDRS Ku~Band Transmit
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5.1.4.1 Spectrum for SQPN Modulation

The spectrum of a SOPN modulated Ku-band single access forward link is
shown in Section 2,1.1.2 for a hard limiting transmitter. For a chip rate of 15 Mbps,
the interference to the S-band single access channel is 50 dB down at the band edge
(normalized frequency separation of 50 MHz/15 MHz = 3.3). The interference at the
band edge of the multiple access chamel (normalized frequency separation of 125 MHz/
15 MHz = 8. 3) is, theoretically, more than 100 dB down., These numbers refer to
spectral density measured in a bandwidth equal to the PN chip rate,

5,1.4.2 Spectrum for Video Test-Tone Modulation

With video FM on the Ku-band forward link, the spectrum must be esti-
mated for some typical cases. Hard limiting has no effect, since FM is constant
envelope. To begin, assume a test-tone at fm =4 MHz producing a +10 MHz devia-
tion, a deviation ratio of 2.5, The resulting spectrum of the FM signal is discrete
with a line spacing of 4 MHz. The power in the dlscrete line at kf from the center
is given by [Jk(z 5)] , relative to total power[SJ swhere Jk(x) is the Bessel function of

order k.

For k > x, we have the approximation

T = x5/ (5-21)

Thus, at the edge of the S-band single access, k = 50 MHz/4 MHz = 12, and the infer-
ference power is 150 dB down. (Since the line spacing is 4 MHz, this power level
may be interpreted as spectral density in 4 MHz bandwidth.) It is even further down,
theoretically, at the edge of the multiple access band (k = 125 MHz /4 MHz = 31).

[5' 8. Goldman, Frequency Analysis, Modulation and Noise, McGraw-Hill, 1948,
p. 150,
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3.1.4.3 Spectrum for Random Video Modulation

As a second calculation, let us assume the video can be described ag a
Gaussian random modulation, The video spectrum after pre~emphasis is assumed
here to be flat out to 4 MHz, at which point it cuts off sharply. We assume an rms
frequency deviation of 8 MHz or an rms deviation ratio o= 2, to fit an available com-
putation, This yields a peak deviation exceeding 310 MHz; however, a lower rms

deviation will produce still lower out-of-band emissions,

Figure 5-8 presents the spectral density of the FM carrier for this case[ﬁ‘] .

The quasi-static approximation is given by

S{) =

ol )
\2now 20° W (5-22)

where W is the baseband cutoff, The quasi-static approximation is derived on the
basis that the spectral density at f is proportional to the probablhty dens1ty of having
that deviation,

At the edge of the S-band single access system, f/W = 50 MHz/4 MHz =
12.5, Figure 5~8 yields a spectral density approximately 80 dB down, referenced
to the 4 MHz cutoff bandwidth, The spectral density at the édge of the multiple

access band will be much smaller yet,
5.1.4.4 Conclusions

Considering the situation where the Ku-band user passes through the TDRS
to ground beam, SOQPN modulation at a chip rate of 15 Mbps on the Ku~band forward
link produces more interference in adjacent chammels than does video FM with
+10 MHz deviation. The resulting S/N in 10 MHz bandwidth of the S-band single
access system is 31 dB, when the difference in EIRP levels is introduced*. Since

Interference i=s down hy 50 dB + 10 logm (15/10) = 51, 8 dB for equal EIRP, but the
EIRP levels differ by 20,8 dB.

[6] V. K. Prabhu, "Spectral Density Bounds on FM Wave, " IEEE Trans on Comm, ,
Vol. COM-20, October 1872, pp. 9806-984,
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the required S/N is 14 dB, this interference is negligible, Interference to the

multiple access system is even more negligible, This applies even without polariza-
tion mode discrimination,
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5.2 Ku-BAND TDRS POLARIZATION MUX

Presented below is an analysis of the technique of using orthogonal RF
wave polarization to multiplex two Ku-band signals from SA users for TDRS to ground
station transmission in a common frequency band. Polarization crosstalk is caused

by rain (7, 8] and by antenna tolerance limitations and can limit error rate performance.

The effect of cochannel interference on error rates in PSK systems has

(9]

-4 L
tion 4.1.3, it was pointed out that for uncoded data at Pe =10 ~ there is a negligible

previously been analyzed and reported on in the open literature, e.g., In Sec-
effect when a CW interference is 23 dB below a desired quadriphase signal, When
the CW interference is only 17 dB below, one must increase Eb/ N, by about 1dB
(to 9.4 dB) to restore P_ = 1074,

tion crosstalk to be 20 dB below the desired signal level,

We define the minimal acceptable level of polariza-

The polarization crosstalk is proportional to EIRP on the TDRS. Thus
increasing the EIRP of the dual polarized KSA signals on the TDRS will not improve
the S8/I ratio at the ground station. The pair of dual polarized KSA signé.ls received
by the ground station contains additive polarization crosstalk and can be processed to
greatly reduce the mutual interference. A coherent interference cancellation system

(ICS) for polarization crosstalk reduction at the TDRSS ground station will be described.

It should be noted that we have assumed that the EIRP on the TDRS for
each KSA user is the same for each component of polarization, If the EIRP provided
for, say, vertical polarization is greater, then the depolarization crosstalk would be

a more severe problem in the horizontal channel at the ground station,

7. Laur, R,R., "Rain Depolarization: Theory and Experiment, "'
COMSAT Technical Review, Spring 1974, pp. 187-190,

8. Morrison, J. A, and M.J. Cross, '"Scattering of a Plane Elec-
tromagnetic Wave by Axisymmetric Raindrops," BSTJ, July-
August, 1974, pp. 955-1019,

9. Shimbo, O., and R, Fang, "Effects of Cochannel interference

and Gaussian Noise in M-ary PSK Systems, " COMSAT Technical
Review, Spring 1973, pp. 183-206,
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5.2.1 SOURCES OF POLARIZATION CROSSTALK

5.2,1.1 Antenna Tolerances

Consider a pair of ideal orthogonal linearly polarized transmitting
antennas and a similar pair of receiving antennas. If there is a relative rotation
angle ¢ between the Tx and Rx antennas, there will he a crosstalk electric field vec-
tor proportional to sine and a desired signal electric field proportional to cose, The
polarization (isolation) crosstalk ratio XP will he given by

XP (dB) = -20 log, ; (tan¢) (5-23)

In order to satisfy the 20 dB crosstalk ratio specified above we require
that

1

|e| ¥ tan o ty=5.7

Note that the loss (LP) due to depolarization is:
LP (dB) = -20 log, , (cose) (5-24)

A polarization loss of 0.5 dB has been predicted fro] for the SA Ku-Band links. This
1 [10—0. 025] = 19°

polarization isolation of only 9. 1 dB.

could result from ¢ = cos™ and by Equation (5-23) a corresponding

Now let us relax the assumption that the dual polarization transmit (and
receive) antenna provides perfect isolation between its orthogonal modes, We pre-
sent here technical data on a readily available antenna with high isolation between
polarizations. The antenna is manufactured by American Electronic Laboratories,
Inc., Colmar, Pa., and is designated APX-1293. It is a crossed planar log periodic
antenna, capable of receiving orthogonal linearly polarized waves. Its specifications

are included as Figure 5-9. This broadband antenna maintains greater than 26 dB

10. "Definition Phase Study Report on the TDRSS, " Section 3,
Telecommunications NASA/GSFC.
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polarization isolation {rom 1.0 GHz to 12.5 GHz, Conversations with the manufacturer
have confirmed that at least 26 dB of isolation can be expected across a 225 MHz wide
band at 14 GHz by modifying the APX-1293 antenna.

5.2,1.2 Rain Depolarization

The oblateness of raindrops imposes differential phase shifts upon ortho-
gonal polarizations of microwaves propagating through the drops. Spherical raindrops
would not cause this differential phase shift which results in depolarization. The
degree of polarization crosstalk depends upon the radio frequency (f), the rate of
rainfall (R), and the path length (r) through the rain. Theoretical and experimental
results for circularly polarized (CP) waves are presented in a Note by Laur[” It
is shown in this Note that experimental results (at 4 GHz) support the theoretical
model. Figure 5-10 presents the theoretical rain depolarization for CP waves at

14 GHz as a function of rain rate R with r = 2,5, 5.0, and 10 km as a parameter,

The theoretical results can be summarized by the following expression

for the polarization crosstalk ratio.

XP (dB) = 80 -20 dog, , {Rxf) (5-25)

where R = rain rate in mm/hr

Ih

r
f frequency in GHz
The TDRSS Ku-band frequency plan reserves the 225 MHz wide band from 13, 825
to 14. 05 GHz for the SA user TDRS to ground return link. Setting f = 14 and XP = 20 dB
in Equation {5-25) and solving for Rr yields the rainfall condition for minimal accept-

rain range {(or path length) in km

il

f11}

able performance,

Rr = 500/7 = 71.43 square meters/hour

This hyperbola is plotted in Figure 5-11 and provides the rainfall conditions for 20 dB

polarization crosstalk, Above the curve polarization isolation is less than 20 dB and

11. "TDRSS Frequency Plan", October 1973, DOC 16151/1-2.3,6/4.9.2,
NASA/GSFC, Greenbelt, Md.
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is insufficient for adequate Py performance. It is in this region that an interference

(12, 13, 14]

cancellation system (ICS) could be used to restore adequate pularization

Isolation by reducing the rain-induced crosstalk.
5.2.2 STATISTICS OF RAIN DEPOLARIZATION AT Ku-BAND

In this section we will compute the cumulative probability distribution
function for rain-induced polarization crosstalk. The cumulative distribution func-
tion for rain attenuation at Ku-band for White Sands Test Facility has been given in
Figure 3-16 of reference [19] for a TDRS at 10° elevation., The dual abscissas on
Figure 3-17 of [10] relate the rain rate to the attenuation level, Combining these
two abscissas on Figure 3-16 of [10) allows one to reconstruct the number of hours per

year that a particular rain rate R is exceeded,

Our computation will be completed by associating a polarization cross-
talk isolation XP with rain rate using either Figure 5-10 or Equation (5 -25) above,
In order to use Equation {5-25) we must calculate the range r that the radio wave
spends in rain, The geometry of this situation is illustrated in Figure 5-12, Using
the law of sines we have

h+R R

r - e _ e
sin(PCG) sin(PGC)  sin(CPG) (5-26)

Using the right-hand equality of Equation (5-26) we obtain:
R _sin100°
e

h+Re

JCPG=gin (5-27)
But i PCG = 180" -100“'—{1 CPG, Again using Equation (5-26), we solve for the rain

range: L sin (80° ~CPG)
r= sin(CPG)

(5-28)

12, Abajian, A., et al, "Wideband Spectrum Notcher, " Tri-Service Radar Symposium,
Session 6, July 16-18, 1974, West Point, N.Y,

13. Request for Proposal I1S-662, "Adaptive Interference Reduction Networks, "
INTELSAT, Washington, D.C, 20024, Statement of Work, dated 19 June 1974,

14, Zeger, A.E. and B.S. Abrams, "Interference Cancellation System for Sensors, "
presented at the Adaptive Antenna Systems Workshop, U.S. Naval Research
Laboratory, Washington, D.C,, 11-13 March 1974.
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Figure 5-12. Geometry of Range in Rain Calculation
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Taking the earth's radius Re = 6400 km and a rain cloud height h = 2 kim, Equations
(5-27) and (5-28) yield the rain range r = 11.46 km.

This rain range (and f = 14 GHz) is inserted into Equation (5-25) to obtain

the cross polarization isolation (XP) as a function of rain rate R:

XP (dB)y = 80-20 log10 (160.4R)
= 35.89 - 20 loglOR

{5-29)

Using Equation (5-29) and the previously obtained statistics for R, we plot in Figure
5-13 the number of hours per year that rainfall causes Ku-band attenuation and
polarization crosstalk to »exceed given levels for a TDRS at 10° elevation. For
example, rain will cause 7.5 dB attenuation about 8 hours per year. During these
same 8 hours per vear, polarization isolation will not exceed 18 dB., Note that
polarization crosstalk will exceed 20 dB about 9,5 hours per year, during which rain
will cause an attenuation of at least 6,5 dB.

(10 ] in the wideband KSA return

The maximum rajn margin is 7.5 dB
link. Therefore, there will be an average of only 1.5 hours per year when the
polarization isclation drops below 20 dB due to rain, while the attenuation level is
still acceptable. This does not appear to be a serious penalty to pay [or dual Ku-band

return links.

At higher TDRS elevation angles, the rain range is reduced and so is the
attenuation and the polarization crosstalk, When rain limits polarization isolation
to 20 dB at an elevation angle of 10° (r = 11.46 km)}, the expected isolation at zenith
(r=h=2km) is

XP =20 dB + 20 log, {11.46/2) = 35.2 dB
Polarization crosstalk at elevation angles between 10° and %0° will decrease

monotonically from 20 dB to 35.2 dB.

The polarization crosstalk analysis reported here is basically confirmed

(15}

by some recently published experimental results at 20 GHg over a 2.8 km path

15. Yoshikawa, T. and M. Kuramoto, "20 GHz High-Speed Digital Radio Transmis-
sion Experiment During Heavy Rainfall, " Proc IEEE (Letters), July 1974, pp.
1036-1037,
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Figure 5-13. Number of Hours Per Year that Attenuation and
Polarization Crosstalk are Exceeded at Ku-Band
for 10° Elevation

in heavy rainfall. Reproduced below in Figures 5-14 and 5-15 (withouf permission)

are the experimental results [15, Figures 2 and 3] of rain attenuation and cross-

polarization plotted vs time and vs percentage of time.

5.2.3

ICS FOR POLARIZATION CROSSTALK REDUCTION

The depeolarization processes (rain, etc.) described above are linear.

The depolarization interference is additive and the crosstalk level is proportional to

the signal levels transmitted by the TDRS. At the ground station, the waveforms

received with verticaily (RV) and horizontally (Rh) polarized antennas are a linear
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sum of the signals transmitted by the TDRS with vertical (TV) and horizontal (Th)
polarization. In Matrix notation this depolarization coupling is represented
[16]

as

R C C T
v v hy v (5-30)

e “n [\Th
When the off -diagonal phasor coupling coefficients C and C , aTre zero, then there
is no polarlzatlon crosstalk. The vertical and honzonta.l path losses are given by
[C l and |Chl » respectively. The isolation of the vertical SA channel from polan—
zation crosstalk due to the horizontal SA channel is given by the ratio IC /C |
and vice versa for the horizontal channel isolation. Aside I'rom additive noise, one
could perfectly recover T and Th by a linear processing of the received signals R
and Rh which confain crossta.lk terms. Inverting the matrix in Equation (5-30) Ieads

to:
™ [c c |?'/r c./c -c, /clfr
v v hv v h hv v (5-31)
= - C /C
T/ Svn Cn R/ |"Can/C v Ry
This removal of polarization crosstalk is diagrammed in Figure 5-16
where We denote the determinant of the coupling matrix by C = C C The

h™ h
outputs T and Th of the matrix inversion system are only estlmates of the trans—

mitted 51gnals TV and Th because of additive noise, imperfect knowledge of the
polarization coupling matrix, and other factors. Four wideband multipliers are
shown in Figure 5-16 in order to scale the 225 MHz wide received signals by the
complex weights C /C C, /C C /C and C /C Actually, only two such wideband
multipliers are requlred A mmphfmd block diagram of such a polarlzatlon demulti-

plexer is shown implemented at IF in Figure 5-17.

The received signals in Figure 5-17 are again given by Equation {5-30)

and the vertical signal R contains the horizontal crosstalk term Ch Th A portion

16. Cox, D.C., "Design of the Bell Laboratories 19 and 28 GHz Satellite Beacon
Propagation Experiment, "' IEEE 1974 International Communications Conference
Regord, 17-19 June 1974, Minneapolis, Minn.
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of the received horizontal signal is welghted by the comple\ scalar W and is

subtracted from Rv' The resulting estimate T of the SA user's s1unal l is
given by:
T =R -W
v BBy

- (CV_WVCVh)TV * (Chv_wvch)T

(5-32)
h

The unwanted horizontal erosstalk term in Equation (5-32) is removed by setting Wv

equal to its optimal value

/C (5-33)

(W)opt hv’ "h

Inserting Equation (5-33) into Equation {5-32) yields the vertical user's signal
isolated from horizontal user crosstalk:
Fal
T =(C_-C
v v

hv th/ch) TV . (5-34)

Similarly, by setting the horizontal weight to its optimal value

Wh) opt - th/CV (5-35)

we obtain the horizontal user's signal isolated from the vertical user's crosstalk

T, = (G -C Sy /c )T | | (5-36)
It still remains to be shown how the optimal weights Wv and Wh given in Equation:s
(5-33) and (5-35) can be determined since the polarization coupling coefficients

Cv’ Ch' th and Chv

One approach to implementing the complex multipliers (weights) used in

are unknown a priori and are time varying.

the cancellation systems of Figures 5-16 and 5-17 is indicated in the simplified
diagrams shown in Figure 5-18, In Figure 5-18A, the wideband input waveform is
split by a 90° hybrid into inphase (I) and quadrature (Q) components. These I and Q
components pass through a pair of bipolar multipliers where they are weighted by

the real and imaginary parts of the complex weight value W.
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Figure 5-18A. Implementation of a Complex Multiplier with
a Pair of Bipolar Multipliers

In Figure 5-18B we illustrate an implementation of a bipolar multiplier.
The variable attenuators Rl and R2 are controlled by Re(W) or Im(W) and are
operated push-pull., When Rl = RZ’ the output is zero and the zero multiplication
factor has been applied to the input waveform. When R <R2, the output is in phase
with the weight input and when R >R2, the output is 180“ inverted. The variable
attenuators have been 1mplemented [ ] using biased PIN diodes.

5.2.4 CONTROL SYSTEM FOR CROSSTALK CANCELLATION

5.2.4.1 Measurement/Program Technique

In this approach the complex values of the four polarization coupling
coefflclents are measured directly at the ground station. From these measured
gquantities, the optimum WV and Wh are computed according to Equations (5-33) and
(5-35) and these weight values are programmed into the appropriate ports in Figure
5-17.

17. Sauter, W.A., "RF Signal Controller, " U.S. Patent 3, 550, 041
22 December 1970
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Figure 5-18B. Implementation of a Bipolar Multiplier with
Electronically Variable Attenuators

If the TDRS briefly turns off its "horizontal' transmitter, then Cv and
th can be measured from signals_received at the ground station on the vertical and
horizontal channels, respectively. Similarly, by turning off the 'vertical' trans-
mitter on the TDRS the values of Chv and Ch can be measured from the vertical and
horizontal channels, respectively, at the ground station. An alternative procedure to
measure the four coupling coefficients would be to transmit orthogonal vertical and
horizontal pilot signals from the TDRS. Then vertical and horizontal pilot receivers
on both vertical and horizontal ground station channels would permit direct measure-
" ment of CV, Ch’ th and Chv without interrupting the signals transmitted by the
TDRS. This "open loop' system is subject to measurement, computation and weight
programming errors and heavily involves the TDRS and is, therefore, not as reliable

a solution as the closed loop LMS control system described below.

5.2.4,2 Adaptive Search Algorithm Control

We have seen that polarization crosstalk can be cancelled by the system
shown in Figure 5-17 when the complex weights Wv and Wh assume the optimal values
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given in Equations (5-33) and (5-35). The uncancelled crosstalk component in the

vertical channel is obtained from Equation (5-32):
=L, /cp-w Jo T,

—[(W

(G, W _COT,
hv h (5-37)
opt v] ChTh

From Equation (5-37) we obtain the unwanted crosstalk power P - in the vertical

channe] .

xv ][(Wv)opt-w‘.r]CnThIE [ (W) I |C |2

viopt”

{Rez[(wv)opt"wV]+Im2[(Wv)opt*wvj}lChThl (5-38)

(Re® (aW,)+In (AW )} [c, T, |

From (5-38) we see that va is a quadratic function of the real and imaginary parts
of the error, AWV, in the vertical weight setting. In order to minimize va it is
thus necessary to simultaneously determine the correct settings for Re(WV) and
I_m(WV) .

Suppose we can demodulate the output vertical channel signal {'fI\‘V in
Figure 5-17) and determine its short-term probability of error Pe by using infor-
mation from an error-deteciing decoder. Then the proper choices of Re(WV) and
I_m(wv) can be tound by noting the change &Pe in error rate produced by small trial
changes in 6WV. This search for the best point in control parameter space Wv’
corresponding to minimum Pe, could be conducted by a hardware or software
implementation of one of the efficient adaptive search algorithms described by
Barron 18 . For high data rates on the KSA return link, it may not be practical
to add parity code bits for Pe performance monitoring. In this case some other
measure of polarization isolation must be employed to guide Wv optimization, This
can be accomplished by "tagging' the unwanted cross-polarization components in

some fashion.

Suppose that vertical and horizontal pilot signals were added to the
vertical and horizontal KSA information signals transmitted by the TDRS via

orthogonal polarizations to the ground station. Further assume that these two pilot

18, Barron, R.L., "Theory and Application of Cybernetic Systems: An Overview, !
Proc IEEE Natlonal Aerospace and Electronies Converence, 13-15 May 1974,
Dayton, Ohio, pp. 107-118,
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signals are known a priori and can be separated at the ground station from the KS_A
signals and from each other by correlation/filtering techniques. The vertical output
%V can thus be processed to isclate and measure its content of h-pilot. The uffight
Wv can then be adjusted by a search algorithm to drive the level of h-pilot in Tv to
zero and thereby reduce the crosstalk in the vertical channel of Figure 5-17, Additive
pilot signals impose a hardware burden on the TDRS and are therefore not as attrac-
tive a means for increasing polarization isolation as is the LMS system described

below,

5.2,4.3 Bandwidth of Polarization Crosstalk Coupling

We describe in a later section a polarization crosstalk cancellation
system which does not require the addition of vertical {v) and horizontal (h) pilot
signals nor the addition or parity code bits to the return link KSA waveforms, It '
does, however, require a slight offset in Centér frequency hetween the v~KSA and
h-KBSA signals and a demodulation of these signals at the ground station. The fre-
quency offset |fV —fhl must be about an order of magnitude greater than the largest
expected handwidth Bc of the depolarization coupling coefficients in Equation (5-30).
This will permit timely adjustment of the complex weights W—V and Wh in Figure 5-17

as rain conditions (R, etc.) fluctuate. We thus require
|
It ~f,| > 108,

A crude, but conservative, estimate of the bandwidth Bc of the rain
depolarization coupling coeificients can be made by determining how often the ground
station antenna looks at the TDRS through a new set of raindrops, The gain of an
antenna of area A operating at wavelength \ with an efficiency n is given by the
equation: ' '

G = 4mA/ K2 | (5-39)

Setting G = 1 we can solve for the effective area Aiso of ‘an isotropic radiator:

2
A =K/ 4m) (5-40)

We thus view the dish antenna as a coherent array of G isotropic elements, each of
linear dimension \'/Aiso =21/ 4. The antenna response can change whenever each
of these G elements looks at a new rain situation. The time At it takes rain to fall or
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be blown by wind past one of these isotropic elements is given by the expression

At = ‘/Aiso/v (5-41)

where v = velocity of rain across the antenna, The bandwidth of this process is

approximately

B, = 1/at = v/ ‘/Aiso =2y /A (5-42)
[19]

hence, we assume that Vmax = 50 m/sec under severe wind and rain conditions. In

The maximum velocity of falling raindrops is 10 meters/sec (22.4 miles/hour);

order to evaluate Bc we further assume n = 70% and A= 0,02 meters, Then by
Eduation (5-~42}
.= 2(50m/sec) v0.7n/ (0.02m) = 7,415 Hz

In order to satisfy Equation (5-38) we will require that the vertical and horizontal

center frequency offsets will exceed 100 kHz, i.e.,

[ £ | 2100 kHz
v h

This 100 kHz offset represents one part out of 140, 000 of the Ku-band center frequency
and only one part out of 2,250 of the 225 MHz bandwidth and should not be difficult to

implement,

5.2,.4.4 LMS Control AJ_gorithm for Crosstalk Cancellation

The least mean square (LMS) adaptive control algorithm combines a
steepest (gradient) descent procedure with time-derivative control to effect real
time optimization, This technique has been applied to adaptive nulling antenna arrays
[20] and has been found convenient to implement in analog circuitry 14] for the control

of an interference cancellation system.,

19, Berry, Bollay, and Beers (eds.), Handbook of Meteorology, McGraw-Hill
Book Co., New York, 1845, p. 115.

20. Widrow, B., etat, "Adaptive Antenna Systems, "' Proc IEEE, December 1967,
pp. 2143-2159,
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The LMS control algorithm is defined by the lollowing eguation:

N
daw . 9¢ -
at - Eaw (5-43)

where the overbar denotes a lowpass correlation operation and

¢ = the error signal to be minimized
W = the control parameter (weight) to be adjusted to
minimize ¢
g = feedback loop gain factor (g>0) |
A simplified block diagram of an ICS incorporating LMS control is illustrated in
Figure 5-19. The reference r(t) is a replica of the interference i(t) and is related

by the complex scale o:

ar(t) =i (t) (5-44)

It is assumed that i(t) and the signal s(t) and noise n(t) are uncorrelated. The "error

signal' in Figure 5-19 is therefore found to be:
€(t) = s{t) + (a- W) r (1) + n(t) (5-45)

Integrating both sides of Equation (5-43) yields

ge 2 ae
W= gl dat=2g Jegy At (5-46)
From Equation {5-45) we note that

0 e
w

= -x(t) | (5-47)

@

Hence Equation (5-46) leads to the control law illustrated in the ICS of Figure 5-19.

W=2gfer(t)y dt (5-48)

Inserting Equation {(5-45) into Equation (5-48) yields:

w=2g /[ (a—W)rz(t) dt ' (5-49)

For a constant average power reference r2 (t) = Pr’ Equation (5-49) can be rewritten
as an ordinary differential equation:
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W+ ngrW = 2ga-Pr {5-50)

Choosing W = 0 at t = 0, the solution of Equation (5-50} is
—ZgPrt :
W =a(l-e ) (5-51)
As t+~= the desired steady state weight W =¢ is obtained., Thus perfect interference
cancellation is theoretically achieved since the ICS output given by Equation (56-45)

becomes c(t) =$(t) + n(t).

In order to cancel the polarization crosstalk in the vertical channel, the
horizontal channel becomes the reference for the ICS, However, this reference
contains vertical signal as seen by reviewing Equation (5-30) and means must be
taken to assure cancellation of the crosstalk and not the desired signal. Use of the
frequency separation va_fhl = 100 kHz described above will be made to effect

proper cancellation.

The LMS system for cancellation of polarization crosstalk is illustrated
in Figure 5-20, There are actually a pair of ICS's employed, one for the v-KSA
channel and one for the h-KSA channel. The operation of the v-channel ICS in
Figure 5-20 is dependent upon obtaining the proper weight WV in orde.r to cancel
unwanted horizontal KSA signals in the v-channel at the top of Figure 5-20. The
control law given in Equation (5-48) is moditied by replacing the ideal integrator
with a more realizable lowpass filter (LPF) . BSince we want Wv to respond only to
correlation of unwanted (horizontal) components in Rv’ we must remove the vertical

signal components [rom the reference (Rh)_ and error (ev) waveforms,

The h-KSA modem's data are brought over (via dashed lines in Figure
5-20) to strip the horizontal data from Rh and ¢ Narrowband filters (NBF) tuned
to ‘fh then pass only h-waveform components to the v-correlator to yield the weight
control Wv' Because of the fv - fh frequer_lcy offset, Wv responds only to h-
crosstalk and not to v-signal even when identical data appear on bothv and h KSA
channels. A pair of delay lines corresponding to one h-data bit (Tb) is provided at
points prior to each data stripping operation to permit the modems to generate
reliable data. For 100 Mbps data, Tb =10 ns and the delay lines can be short

lengths of coaxial cable.

This bootstrap system of Figure 5-20 can get started providing the
initial signal-to-crosstalk ratio is greater than about 6 dB, at which point the data
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irom the modem will be reliable enough to initiate data stripping. Once data stripping
starts, crosstalk cancellation begins and the signal-to-crosstalk ratio improves,
then the data gets better and the improvement process continues until additive

thermal noise, rather than crosstalk, limits the error rate.

5,2,4.5  Crosstalk Cancellation Implementation

The most critical component of the ICS shown in Figure 5-20 is the pair
of complex weights. Weight implementation will limit the bandwidth over which
cancellation can be achieved. The author does not know of any ICS that has demon-
strated cancellation across a 225 MHz band, Cancellation has been demonstrated
over a 50 MHz band (12] and INTELSAT has recently issued an RFP [13] for an
ICS to cover the entire 3.7 to 4.2 GHz band. It is likely that the development of an
ICS capable of cancelling a 225 MHz wide waveform will follow from existing designs
uging PIN diode weights. Since the cancellation required for equal strength v- and
h-KBA signals (Tv = Th) will not exceed 20 dB, the component tolerances on the
crosstalk ICS of Figure 5-20 are relatively easy to meet. Cancellation of UHF inter-
ference by up to 80 dB using an LMS controlled ICS has been experimentally

demonstrated 21] .

An additional limitation to cancellation of dual broadband KSA signals is
differential time delay in the vertical and horizontal transmission lines prior to the
coherent cancellers in Figure 5-20. It has been shown 14 that the best possible
cancellation ratio (CR) that can be obtained upon a noise-like interference of band-~
width B when there is a ditferential time delay T of the reference wavelorm is given
by

sin(=B7)

CR=271 - T ] (5-52)

In order to determine the delay tolerances for 20 dB cancellation we set CR = 0.01
and B = 2.251{108 in Equation (5-~52) to obtain:

J71=0.25 ns

Therefore cable lengths must be kept to an overall agreement of about 3" from the

v and h antennas to the canceller.

21. Sauter, W. and Ghose, R., "Active Interference Cancellation Systems, '' Rome
Air Development Center, Final Technical Report RADC-TR-69-41, April 1969,
Grifliss AFB, New York 13441,
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The ICS described above for removal of polarization crosstalk could
provide increased yearround KSA user isolation in addition to restoring a minimal
acceptable isolation during an expected nine hours per year that rain depolarization
will exceed 20 dB (see Section 5.2.2).

In order to assure the availability of a broadband (225 MHz wide) ICS on
a timely basis, it is recommended that an effort be sponsored in the near future to

develop a complex PIN diode weight, suitable for TDRS ground station use at Ku-band,
5.2.5 IMPACT ON TDRS

The implementation of the dual polarization RF distribution system for

KSA frequency reuse is discussed in Section 5,3,
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5.3 RT COMBINING TECHNIQUES

5 3.1 SYSTEM REQUIREMENTS

The main purpose of this paper is to determine the requirements,
implementation, expected performance, and tradeoffs for the Ku-Band transmit
combiner. The Ku-Band combiner required in Figure 3. 10.of the NASA TDRSS
Definition Phase report can be implemented in various ways. The first question is
what are the specific requirements? There are no specific values, thus they must be
assigned. The system gain budget allows for a total rf loss of 2 dB between the
amplifier output and the antenna, This low loss is definitely near the state-of-the-art,
and will require the best components and methods to achieve this low value, The
gain budget of Table 5-3 was made to properly proportion losses. Obviously waveguide
techniques must be employed to meet the desired budget. Based on this budget, and
other known requiremeﬁts for rf components, the hasic specifications for the com-~

biner as shown in Table 5-4 were made.

Table 5~3. 'I‘qtal Transmit RF Losses Estimate

Waveguide | Coax

Combiner ' | 0.5 dB 1 0 dB
T/R Diplexer 0.4 dB ' 1.0 dB
2 ea Switch 0.7 dB (coax) 0.7 dB
Interconnects + Mismatch 0,5 dB 1.0dB
Total Loss ; dB -?;“'; dB

Table 5-4, Basgic Combiner Specifications

Ins. Loss : 0.7 dB max,
Interchannel isol, 15 .dB min.
RF Power 20W min,
VSWR | 1.22:1 max.
JLIN 5% max.

The total losses must be kept low due to the impact on rf power out and thus de

power, and on system noise temperature, These tradeéffs will be discussed later,
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5.3.2 COMBINING TECHNIQUES

There are various hasic means to combine the Ku-Band signals. These
are the resistive combiner, hybrid combiner, multiplexer, polarization diversity,
and with dual signals through a linear amplifier. The performance of each is listed
in Table 5-5, Due to their inherent high insertion losses, the resistive combiner and
hybrid combiner techniques are not acce'ptable. The approach using multiple signals
through a single amplifier is not desirable, due to strong intermodulation products,
excess amplifier rf power requirements and resulting extra de drain, Thislatter
approach may be feasible for the weaker signals, The type 1, 2 and 4 techniques in
addition require handpass filters to clean-up the transmitted signal. Thus, the
basic non-contiguous type multiplexer is selected as the combiner. The multiplexers
are basically just a bank of filters combined together. Thus, the multiplexer not
only allows low loss combining of two non-coherent signals, but also provides a band-

pass filter at each input frequency,

A significant specification on the combiner is the worst case band edge
interchannel isolation, It is true multiplexers can be built with isclations of only
5-10 dB, with apparent low insertion losses, but in reality this allows an extra 1 dB
of power loss through the adjacent channel. Therefore a minimum of 15 dB isolation
is desired to reduce the extra losses due to interchannel losses to less than 0. 2 dB.
The multiplexers are desighed so the matched bandwidth is generally slightly greater
than the full passband. This allows uniform performance across the entire desired
passbands, The band edges losses are usually only 0. 2 dB above the band center

losses,

Various combining methods using multiplexers have been analyzed for
use at Ku-Band. In geheral, waveguide types will give half the loss of coax types.
The achievable unloaded QS for each are 6000 and 2000 respectively, In addition,
waveguide types are double the volume, but half the weight of coax types, All of
the techniques listed will have volumes less than 40 in3 and weights less than 1 1b.

The basic frequency plan for combining is shown in Figure 5-21. The
loss for the 13 watt channels is especially important, whereas channels 1 and 2
can stand higher losses than 0,5 dB. Twelve different solutions are shown in
Figures 5-22 through 5-33. Band 3 is not used. PBand 1 contains 30 IF combined
signals with a total average power of 52/420 mW, Band 2 contains two signals with
a total overage power of 44/350 mW,
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Table 5-5. Basic Combiners Types - Typical Performance

1) N-WAY RESISTIVE COMBINER

VSWR
gLIN
Loss
Isclation

Power

2) N-WAY HYBRID COMBINER, 90°, 180° or IN-PHASE

VSWR
gLIN
Loss
Isolation

Power

3) N-WAY MULTIPLEXER

VSWR
FLIN
l.oss
Isolation

Power

4) POLARIZATION DIVERSITY AND/OR MULTIPLE SIGNAL

WITH LINEAR AMPS

VSWR
FLIN
Loss
Isolation
Power
IMD

1.1
1%
¢ dB (2-way)
6 dB (2-way)
5W

1.3

2%

4 dB (2-way)
15-20 dB
o0W

1.2
5%

0.5 dB
15 dB

100W

1.2

<6%

0

20 dB

20W peak

-10 dB SS amps
-20 dB TWT®
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BAND #1 #2 #3 #a # #b

M.A. ‘| SSA SA KSA
13.4 13.65 13.7 13.725 13.75 13.8 13.825 14.05 GHz
1 = MA 250 MH=z S-Band
2 = BA 25 MHz S-Band
4a = BA 88 MHz Ku-Band
4 = BA 88 MHz  Ku-Band
4 = SA 225 MHz Ku-Band

Figure 5-21, Basic Frequency Plan

Bands 4a, 4b and 4 are either 3. 2 or 13 watts, but not simultaneously. The losses

are due to the combiner only.

All of the methods are designed with a minimum isolation of 14 dB.
Typical interchannel isolations are shown in Table 5-6. Where a signal goes direct
to another antenna feed, the antenna polarization isolation determines the inter-
chanmnel isolation. This is typically 15-30 dB. All amplifiers are before the com-

biners unless otherwise shown.

The combiner methods are ranked in Table §-7. Method 6
provides the best overall answer for low loss, good isolation, and minimum per-
formance impact on the rest of the system. Methods 4, 5, 7, 9, and 11 are unigue
in that they allow for the TWT 13W signal to be connected directly to the antenna with-
out any losses due to a combiner or T/R diplexer, Thus, either extra antenna power
out is achieved or the 13W TWT can be reduced to about 9 watts. The band 4 KSA
channel connected directly to the antenna can be defined to always be the high power
K8A signal with say horizontal polarization, Since only one polarization is received,
only one T/R diplexer is required. This could be placed in the combined signal out-
put path,

Table 5~6. Typical Combiner Isolations

Channel Typ. Isolation
1—2 14 dB
2—1 20 dB

1,2— 4a 30 dB
2—4 , 15 dB

4a— 4b 14 dB
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. [ coax Loss Band
; Diplexer ;‘ . A 1-1/2 dB 1
' T ‘ coax 3 dB 2
5 ] S S -
Tt [ : Single 1dB 4a
i ; d
4 . 3 Diplexer Fee 1 dB 4b
{ Diplexer ——— *’
|
4b 7 . W.G.
Comments: relatively easy to build, medium loss on band 4 channels
Figure 5-22 ., Method 1
1 U Loss Band
5 r~—]——————~1 1dB 1
T L .
1a Quadriplexer Ir——«-——- Single Feed 2-1/2 4B 2
] - 1/2 dB 4a
T W.G.
4b - - 1/2 dB 4b
Comments: Very hard to build in W,G.; too lossy in coax
I'igure 5-23, Method 2
T
7 Loss Band
L Diplexer ’———— Feed 1 1dB
s TTWaG 2-1/2 dB 2
- _ 1/2 dB 4a
4a e 1/2 dB 4b
—
. Diplexer T Feed 2
]
b ____ .1 w.Gg.

Comments: use dual feed orthogonal antenna, saves 1/2 dB loss. Easy to build,

saves space,

Figure 5-24, Method 3
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' Loss Band

coax
|r .——L—-' ) 1 ‘5 dB
Diplexer '——"". 3dB 2
o 1 © coax 1dB 1a
1 Antenna 0 dB 4b
Diplexer |L“"———- Feed 1
]
4a J
Antenna
4b - Feed 2

Comments: use dual feed orthogonal antenna, no loss to channel 4b, Could make this
the "13W'" channel and reduce TWT power.

Figure 5-25, Method 4

1
T
[ N Loss Band
Diplexer [ 1.5 dB 1
_ _ ! 3 dB 2
— . a4
. Antenna
[ Diplexer J»‘—— "~ Feed 1 0 dB 4
4 |
4 Antenna
Feed 2

Comments: use dual feed orthogonal antenna, full power wideband

Figure 5-26. Method 5
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1 | Loss  Band
Diplexer | Antenna 1/2 dB 1
T Peed 1
1/2 dB 2
W.G, /
43 1/2 dB 4a
1/2 dB 4b
2 -—~--————-—---—‘
4 (all losses 1 dB
1 l Antenna for coax)
Diplexer |———— poad2
‘ WOG-
o '

Comments: use dual feed orthogonal feed. Lowest avg. loss to all channels.,
Minimum hardware.

Figure 5-27. Method &

. Loss Band
Hybrid
Combiner 4 dB 1
| 4 dB 2
s ]
L 1/2dB  4a
Niplexer },Am ... Feed 1 0 dB 4b
4a _ 1
b .

-— Feed 2

Comments: used hybrid combiner for 1,2, providing high isolation, but loss too higl

Figure 5-28. Method 7
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)

. N
e T Y
rz IF ATWT/ ™, . . Feed1
| W
9
4a
Diplexer . Feed 2
4b ﬁ,,,___,__n.u_k_]

Comments: intermods in 1-2 ampl down typ. 20 dB, not worth it,

Loss Band
0 dB 1
0 dB 2
/2 dB 4a
1/2 dB 4b

rel, to Method 5

Figure 5-29, Method 8
1 e e e
; ‘\\ Loss Band
TWT
[ ZIF SSA | 1 dB 1
—— e l 2-1/2dB 2
2 )
J 0.75 dB 4
. 0 dB 4
Diplexer }. ) . Feed 1
4 e
4 et e Feed 2

Comments: intermods in 1-2 amp down typ. 20 dB, not worth it, rel. to Method 4

Figure 5-30. Method 9
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Loss Band
I ~
0 dB i
r TWT : 1}’1 o dB 5
2 0 dB 4a
45 ——l ‘ 0dB 4h
P2 TWT —- F2
b — ]
Comments: intermod problems in each TWT.
Figure 5-31. Method 10
i —I Loss Band
1dB 1
Diplexer — F]. 2_1 /2 d.B )
I : 0 dB 4
o 1
4 . F2

Comments: single wideband channel

Figure 5-32. Method 11
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N A l M~ L.oss Band
[~
' P ; 0 dB L
9 e e z ; TWT\ R Single Feed
4a,4 ——-— - 0 ;
s | o s
T J - — 0 dB 4b, 4

Comments: intermod problems would need about a 35W TWT for reasonable ™ .
Average power drain about same. Peak power would be higher. Assur
only one 13W band 4 or 4a/4b on at a time,

Figure 5-33. Method 12

Table 5-7. Combining Methods Ranking

Single Dual Dual Signal
Feed Feed Linear Amp,
BEST 6
t 11
5 9
3 8
2 4 10
7 12

If a single feed system is required, method 1 is the only real answer
This would cause the TWT power outputs to be increased about 0,5 dB to 3, 6 and
14. 5 watts respectively to meet the original expected powers at the antenna, The
power out of the MA band 1 would be required to increase 2-1/2 dB to about 1. 25
watts average. This is the maximum present cutput power capability of Impatt
solid-state amplifiers. No margin for peaking is allowed., Thus, a TWT would be
required here for safety and IM